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Abstract

Ultra-high Energy (UHE) neutrinos represent an increasingly important messenger in

astronomy and astrophysics. The Antarctic Impulsive Transient Antenna (ANITA)

experiment campaign utilizes a balloon-borne phased antenna array to detect coher-

ent Cherenkov radio-frequency pulses induced by UHE neutrinos interacting with the

Antarctic ice. We analyzed the data from the third ANITA flight (ANITA-III) for

evidence of Ultra-high energy neutrinos by augmenting interferometric methods used

in analyses of previous ANITA flights. Continuous wave (CW) radio content from

ground-based Antarctic habitations and orbiting geostationary communications satel-

lites interferes with the detection and analysis of neutrino-induced radio signals; we

developed circular polarization analysis methods to facilitate improved rejection of

false positives induced by satellite CW. We also developed new methods of calculat-

ing signal-to-noise ratio (SNR) of event waveforms, and enhanced event localization

by applying a probability distribution function (PDF) based on the measured resolu-

tion of our interferometry. We developed a final linear discriminant cut for rejecting

thermal and anthropogenic signals by dividing the continent into equal-area bins and

optimizing the cut to each individual bin, so as to obtain the strongest possible upper

limit on cosmic neutrino flux.
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Chapter 1

Introduction

Ultra-high energy (UHE) neutrinos represent a new and unique window into both

particle physics and astrophysics. From a particle physics perspective, UHE neutrinos

(UHEν) reveal details of interactions at energy levels far above those obtainable from

synthetic sources; for astrophysics, they provide visibility into the most powerful and

remote phenomena in the universe. In this work, we attempt to detect these neutrinos.

Throughout most of human history, observation of the universe was limited to the

visible portion of the electromagnetic spectrum as perceived by the unaided human

eye. The invention of the telescope about 400 years ago and subsequent refinements

over centuries dramatically increased the sensitivity of optical observations, but our

view of the cosmos remained limited to the optical regime until the development of

infrared astronomy in the late 19th century. The mid-1900’s witnessed the advent

of radio astronomy; the subsequent development of ultraviolet, x-ray and gamma-ray

instrumentation revealed a wide swath of the electromagnetic spectrum, spanning
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over twenty orders of magnitude in wavelength, from 10−20 m to 102 m. The discov-

ery of cosmic rays (high-energy charged particles from space) in 1910 was the first

non-photonic astronomical observation, and marked the birth of multi-messenger as-

tronomy and astro-particle physics. Then in the 1930’s, Wolfgang Pauli proposed

a massless neutral particle, later named the neutrino, to account for apparent con-

servation violations in beta decay. Neutrinos from the Sun were discovered in the

1960’s[1], and a few years later a burst of neutrinos was detected from supernova

SN1987A[2], introducing the neutrino as yet another class of cosmic messenger. By

2004, solar neutrinos were being used to generate crude images of the Sun[3]. The

Antarctic Impulsive Transient Antenna (ANITA) campaign, the subject of this work,

commenced in 2005, searching for radio-frequency (RF) impulses induced by UHE

neutrinos interacting in ice.

1.1 The Neutrino

The Standard Model of particle physics includes a uncharged and nearly massless

weakly-interacting particle, the neutrino, of which exist three flavor states, named

the electron (νe), muon (νµ), and tau (ντ ) neutrinos, in correspondence to the three

lepton species. The neutrino is subject to neither electromagnetic interactions nor

nuclear strong interactions; neutrino physics is thus restricted to the neutral-current

(NC) and charged-current (CC) weak interactions between neutrinos, quarks and lep-

tons (Figure 1.1). In the CC interaction, the neutrino exchanges a W boson with a

nucleon and is transformed into its corresponding lepton. In the NC case, a Z boson

is exchanged the nucleon but no lepton is produced. Identification of the outgoing

lepton from a CC interaction is one strategy for detecting neutrinos; another is mea-
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suring element species changes from nucleon neutrino absorption, either directly or

from subsequent decays. At ultra-high energies in matter, however, a particle cascade

known as shower will occur. The shower can consist of hadrons and/or electromag-

netic components (electrons, positrons, photons); the electromagnetic constituent is

of primary interest in UHE neutrino detection.

An electromagnetic shower is initiated when a UHE neutrino traversing matter strikes

an atomic nucleus, freeing high-energy electrons and nuclear fragments. Liberated

electrons scatter off atoms, emitting photons through bremsstrahlung. These photons

in turn scatter against atoms, creating e+e− pairs via pair-production, and freeing

additional electrons via Compton scattering. Subsequent bremsstrahlung emissions

and e+e− annihilations produce even more photons. A chain reaction ensues, and a

conglomeration of e+ and e− begins to accumulate. The dimensions of the shower

depend on the density of the medium and can vary from a few centimeters in solids

to hundreds of meters in air. Compton electrons and positron annihilation contribute

to a negative charge excess of about 20% in the conglomeration. As more particles

are drawn into the shower, the energy per particle of course decreases. The cascade

continues until the energy per e± falls to about 100 MeV; at this point ionization

replaces bremsstrahlung as the primary stopping mechanism and the shower ceases

to develop. The shower products emit photons by the Cherenkov1 radiation process

described below in Section 1.5.1. Detection via Cherenkov radiation is the prevailing

strategy in UHE neutrino physics.

Neutrino masses are known to be exceedingly small (< 10−6me)[5], and multiple mass

states exist which do not correspond to the neutrino flavor eigenstates. Neutrino

oscillations therefore occur, in which neutrinos change flavor over time at an energy-

1This transliteration from the Russian Cyrillic is used by Jackson[4]. Some writers use Čerenkov.
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Figure 1.1: Examples of neutrino interactions. Left: deep inelastic scattering (a
charged-current interaction). Right: elastic scattering (neutral-current).

dependent rate. Neutrino oscillations caused discrepancies in early measurements of

the solar neutrino flux, as described in Section 1.3.

1.2 Origins and Motivations

Ultra-high energy neutrinos are expected to originate through an interaction sequence

beginning with a photon-nucleon (γN) interaction such as 2

p+ γ −→ ∆+ −→
p+ π0

or

n+ π+
(1.1a)

2The interaction is actually a quark-photon (qγ) interaction and in general may occur with any
nucleon in any atomic nucleus.
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The weak decay of the π+ produces neutrinos:3

π+ → µ+ + νµ

µ+ → e+ + νe + ν̄µ

(1.1b)

This may occur either within an accelerating engine such as a gamma-ray burst (GRB)

or active galactic nucleus (AGN) where sufficiently energetic protons and photons are

abundant, or via interactions with galactic and extragalactic photon backgrounds. A

particularly important case of equation (1.1) is the Greisen-Zatsepin-Kuzmin (GZK)

process, where ultra-high energy (>1019 eV) cosmic-rays interact with the cosmic

microwave background (CMB), typically within 50 Mpc of the CR source[6]. We

therefore expect a distinct cutoff of earth-incident CR flux at about 1019 eV, and a

complementary flux of GZK-produced UHEνs.

The total flux of UHE neutrinos at earth from the GZK process and source pro-

genitors is on the order of 10−2/km2/year[7]; therefore detection is challenging. At

target-frame energies above the 6 PeV Glashow resonance, a νN interaction domi-

nates, with cross-section ∼ 10−33 cm2[8], leading to an interaction rate in water of

∼ 10−2/km3/year[7].

1.2.1 Cosmic Rays

The close association between UHE cosmic rays and UHE neutrino astrophysics merits

brief discussion. Cosmic rays are energetic particles from space; they include all stable

(τ > 106 yr) charged particles and light nuclei up to and including iron[10], but their

detailed composition and origin remain major questions. The high-energy spectrum of

3The π0 decays electromagnetically and does not contribute to neutrino production.
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Figure 1.2: High-energy neutrino cross sections. Neutrino CC, antineutrino CC,
neutrino NC and antineutrino NC cross sections are denoted respectively by the
solid, short-dash, long-dash and solid lines. In the UHE regime (>1018.5 eV, the CC
cross section is ∼10−33 cm2 dominating the NC by about 5:1. From [9].
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Figure 1.3: The cosmic ray spectrum, multiplied by E2.6 to elucidate the slope
changes. The rapid fall-off at energies above 1019.5eV may be due to the GZK ef-
fect, a neutrino-producing interaction with the CMB. From [10].

cosmic rays, shown in Figure 1.3, follows a broken power law in E. At energies below

about 1018 eV, CR’s are thought to be of galactic origin[10]. The spectral steepening

near 1015.5 eV, called the knee, may be due to energy constraints at galactic sources,

e.g. supernova remnants[10]. The flattening at 1018.5 eV, the ankle, is likely the

takeover of a higher-energy, extragalactic constituent of CR’s[10]. The final break, a

sharp fall-off at 1019.5 eV, is consistent with the GZK process but also could indicate

a cutoff in the source spectrum. Since the GZK process should produce neutrinos,

the discovery a UHEν flux would be consistent with the hypothesis that GZK is, at

least in part, responsible.
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Figure 1.4: Models and limits of cosmic neutrino energy spectrum. From [11].

1.2.2 UHE Neutrino Flux

Various theoretical models have been formulated for predicting UHE neutrino flux at

earth. Figure 1.4 shows flux predictions from Kotera et al.[11], and limits imposed by

previous observations. The dashed and dotted blue lines represent pessimistic models

assuming iron-rich CR composition, where the comparatively low energy per nucleon

leads to lower neutrino production. The most optimistic model, represented by the

pink dashed line, assumes a pure proton composition.
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1.3 Ultra-high Energy Neutrino Astronomy

The energy of a particle arriving from space is related to the energy conditions at

its source. Particles in the UHE regime thus provide insight into the highest-energy

phenomena in the universe, such as Active Galactic Nuclei (AGN) and supernovae.

Among the various messengers, the neutrino is of particular utility because of its

uniquely long and straight path across the cosmos. Cosmic rays on the other hand

are inhibited as long-distance messengers: Lorentz deflection in the extragalactic and

galactic magnetic fields limits their pointing value; furthermore, the GZK process

will attenuate CR’s for center-of-momentum energies above m∆ = 1232 MeV. With

a characteristic CMB photon energy ECMB = 0.7 meV, the UHECR source-frame

threshold energy EGZK can be estimated by equating four-momenta:

m2
∆ = (EGZK + ECMB)2 − (pGZK − ECMB)2 ≈ m2

p + 4EGZKECMB

EGZK ≈
m2

∆ −m2
p

4ECMB

∼ 1020 eV. (1.2)

A pγ cross-section ∼ 10−4 mb and CMB photon density n ≈ 500 cm−3 give an atten-

uation length of

λGZK =
1

σn
∼ 2× 1026 cm ∼ 100 Mpc.

High-energy photons (gamma rays) are also attenuated by the CMB, through e+e−

pair production with a threshold energy of ∼1015 eV. The γγ cross-section is of the

same order of magnitude as that of pγ, and thus γ-rays above 1015 eV are also at-

tenuated within 100 Mpc of their sources[12]. The neutrino, in contrast, subject only

to comparatively rare interactions via the weak nuclear force4, can traverse great

4Photons and neutrinos are also both subject to the gravitational force; the effect on current
UHEν astronomy is negligible.
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distances undeflected and unattenuated, and in doing so points back to its source.

Observational horizons thus exist for photons and cosmic rays, but not for neutrinos.

The neutrino’s absence of electric charge precludes it from being directly accelerated

to high energies (in supernovae, for example). UHE neutrinos therefore must be

created either in the ultra-high energy environment of a source progenitor, or by

interactions of UHE cosmic rays in interstellar or extragalactic space. The GZK

prediction, and the detection of rare UHE cosmic rays above 1020 eV starting in the

1960’s [9], are consistent with the expectation of a UHEν flux. UHEν’s thus provide

a unique window into ultra-high energy (> PeV) astrophysical phenomena.

Another attraction of UHEν’s to astrophysics is the fact that they possess much

greater energy than is attainable in terrestrial laboratories such as the Large Hadron

Collider (LHC), thereby providing a view into particle physics at energies inaccessible

to the latter. UHEν energies are typically expressed in the target (earth) reference

frame, while LHC energies are in the center-of-momentum (COM) frame. Since energy

is not Lorentz-invariant, the two cannot be directly compared. Nevertheless, an earth-

frame neutrino energy of 1019 eV corresponds to a COM energy of about 1014 eV, still

exceeding the < 1013 eV energy typical of the LHC. The extremely low flux at high

energies represents a major challenge to UHE astronomy; this is exacerbated for the

neutrino by its small interaction cross-section. But the upside of high energy is high

individual detectability: the signatures of UHE particle interactions are themselves

highly energetic and generally propagate much farther through a detector medium

than those of lower-energy interactions. Thus, while decreasing incident flux demands

a proportionally increasing volume of the detection medium, actual detectors can be

deployed more sparsely over that volume.
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The ANITA campaign carries this trade-off to its logical extreme by deploying a

single instrument, a balloon-borne phased radio antenna array, over the ∼106 km3

Antarctic ice sheet in order to survey the highest-energy regime of cosmic neutrinos.

A high-energy particle interacting in dense matter can induce a compact electromag-

netic shower, leading to coherent, impulsive radio emission known as the Askaryan

effect[13]. ANITA seeks to detect these rare signals and discern them from natural

thermal backgrounds as well as from intrusive anthropogenic continuous-wave (CW)

and pulse backgrounds. The ANITA collaboration to date has made four flights be-

ginning in 2006, 2008, 2014 and 2016. This work is a survey for radio signatures of

ultra-high-energy cosmic neutrinos through data analysis of the third flight of the

ANITA campaign, and is described in the following chapters. First, however, we

present some historical and scientific context.

1.4 Historical Background

The history of neutrino astronomy spans half a century. The first neutrinos were

detected from nuclear reactors in 1956 by Reines and Cowan. They used a pair of

water tanks, one of them doped with cadmium, to identify electron antineutrinos by

detecting indirectly the inverse beta decay of hydrogen:

ν̄e + p→ n+ e+. (1.3)

A scintillator detected photons secondary to the β−1 decay: e+e− annihilation pro-

duced γ-ray pairs, while the cadmium atoms absorbed neutrons and γ-decayed[14].

Experimental work in neutrino astronomy began a decade later after John N. Bahcall
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calculated theoretical νe flux from fusion interactions in the Sun[15]. Raymond Davis,

Jr. developed an experiment to detect this flux: in an underground laboratory at the

Homestake mine site in South Dakota, a tank was constructed and filled with chlorine-

containing fluid. Since the earth is opaque to cosmic rays but essentially transparent

to ∼MeV solar neutrinos, the underground site shielded the experiment from the CR

background while admitting the neutrinos. Chlorine nuclei absorbed neutrinos and

β-decayed, and the resulting argon atoms were periodically separated from the fluid

and counted. The Homestake experiment, for which Davis shared the 2002 Nobel

Prize in physics, indeed detected solar neutrinos[1], but measured only about a third

of the flux predicted by Bahcall. This discrepancy was later attributed to neutrino

flavor oscillations occurring en route from the Sun, as the Homestake experiment was

sensitive only to the νe. The first detection of neutrinos from beyond the Solar system

occurred in 1987 when Kamiokande-II (a water Cherenkov experiment in Japan) and

other instruments detected a ∼10 MeV neutrino flux from SN1987A, a supernova in

the Large Magellanic Cloud. As predicted by long-held theory[16], the neutrino burst

arrived a few hours before the visible light[17].

Later instruments began exploring the higher energy regimes. IceCube and its pre-

decessor AMANDA deployed strings of photomultiplier tubes deep in the ice at the

South Pole to detect the bluish Cherenkov light emitted by muons and shower prod-

ucts from ∼PeV neutrinos interacting in the ice. This instrumented a large (∼1 km3

in the case of IceCube) detector volume. The ANITA campaign then extended this

concept to neutrino energies of above 1018 eV by surveying ∼106 km3 of the Antarc-

tic ice sheet from a high-altitude balloon and exploiting the coherent propagation of

longer-wavelength Cherenkov radiation, i.e., the Askaryan effect, in the radio range.
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1.5 Neutrino Detection by Cherenkov Radiation

The neutral charge that renders the neutrino an effective cosmological messenger also

makes it very difficult to detect, but several techniques have nonetheless been devel-

oped. Some detectors employ utilize water as a detection medium; incident neutrinos

induce inverse beta decays followed by e−e+ annihilations, and a photodetector such

as a photomultiplier tube (PMT) detects photons from the annihilations. Another

variation of this also exploits inverse beta decay, but detection is accomplished by

identifying nuclei that have undergone secondary species changes or excitations, by

counting them or detecting their subsequent decays, respectively. In the high-energy

regime, however, the dominant neutrino detection methods utilize Cherenkov radia-

tion, a phenomenon that occurs when a particle exceeds the phase velocity of light in

a material.

1.5.1 Cherenkov Radiation

While the speed of light in a vacuum, c ≈ 3× 108 m/s, is a constant of nature, light

propagates through matter at cmedium = c/n, where n > 1 is the material’s index of

refraction. Thus, a high-velocity particle in matter may find itself accelerated beyond

the phase velocity of light in that medium, in which case Cherenkov radiation occurs.

The energy density per frequency ω per length x emitted by the particle is given by

the Frank-Tamm formula [4]

dE

dxdω
=
q2

4π
µ(ω)ω

[
1− 1

β2n2(ω)

]
, (1.4)
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Figure 1.5: Geometry of Cherenkov radiation. For a particle traveling at v < cmedium
(left), wavefronts advance ahead of the particle, but for v > cmedium (right), the
particle outruns its own light, resulting in a shock-like front propagating along angle
θc. Diagram from [4].

where β = v/c, and µ(ω) and n(ω) are respectively the material’s frequency-dependent

permeability and index of refraction. In a process analogous to a sonic boom, the

particle outruns its own radiation (Figure 1.5). The radiated power is concentrated

in a shock front near the surface of a cone coaxial to the particle’s path, with the

cone angle given by

cos θc =
1

nβ
. (1.5)

In deep Antarctic ice, n(ω) ≈ 1.6 in the radio regime, corresponding to a Cherenkov

angle of about 53◦. The radiation is polarized normal to the cone surface[4]; this is

useful during analysis to identify neutrino candidates.

In a typical neutrino experiment, an ultrarelativistic neutrino enters a dense medium

such as liquid water, ice[18], or salt[19], and interacts with a nucleon leading to an elec-
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tromagnetic shower, the constituents of which will emit Cherenkov radiation across

a wide spectrum. Experiments such as IceCube and Super-K detect this radiation in

and around the visible range, while ANITA and similar experiments survey a section

of the RF spectrum.

1.5.2 The Askaryan Effect

Working in the radio spectrum enables a special case of Cherenkov radiation pre-

dicted by G. Askaryan[13] in 1962 and hence known as the Askaryan effect. Askaryan

asserted that for wavelengths longer than the shower dimensions, the shower behaves

as a point source, and constructive interference should result in a coherent pulse of

Cherenkov radiation. Furthermore, a shower of charged particles in a dense medium

such as a solid will be comparatively compact, on the order of a few centimeters,

allowing for coherence at a much shorter wavelength than in air, where shower di-

mensions can reach hundreds of meters. A shower size of 10 cm, for instance, allows

coherence at frequencies up to 1 GHz or more.

Although equation (1.4) is nearly linear in ω and thus predicts comparatively low

energy output at low frequencies, detectability is enhanced by the concentration of

energy on the shock front as well as by the quadratic dependence of coherent radiation

energy density on the electric field. In ice, specifically, the electron shower is expected

to have a characteristic size, or Moliere radius RM , of about 10 cm5; thus coherence

is expected at radio frequencies below about 1 GHz. This inspired the concept of the

ANITA campaign, and was observed by the ANITA collaboration in 2007[18]. See

Figure 1.6.

5RM is the dimension of the shower itself, not the longitudinal propagation distance. The latter
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Figure 1.6: Cherenkov/Askaryan radiation in ice. The left plot shows the electric
field strength vs. frequency for various antennas (the solid line is the theoretical
expectation). On the right, the quadratic dependence of radiated power on shower
energy reveals coherence. From [18].
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1.5.3 Cherenkov Neutrino Experiments

A number of instruments have implemented the Cherenkov neutrino detection prin-

ciple. Super-Kamiokande (Super-K), a water Cherenkov detector in Japan, searches

for >MeV solar, atmospheric and reactor neutrinos. The detector medium is 50,000

metric tons of highly purified water, contained in an underground tank to shield from

cosmic rays. An array of about 11,000 photomultiplier tubes (PMT’s), deployed about

the the tank perimeter, detects visible Cherenkov light from neutrino interactions[20].

Super-K confirmed atmospheric neutrino oscillations by comparing the flux of down-

going (from above) νµ to that of of upgoing (through-the-earth) atmospheric νµ; the

longer flight path of upgoing νµ permits loss through oscillation to νe.

Cherenkov light detection by PMT’s is also utilized in the IceCube Neutrino Ob-

servatory at the South pole; IceCube, however, explores a higher-energy (∼PeV)

astrophysical neutrino regime by using a larger detector volume and sparser PMT

placement than Super-K. Over eighty vertical “strings”, each equipped with sixty

PMT assemblies, were lowered into the ice through boreholes to a depth of over 1km,

spanning about a cubic kilometer of solid ice. Cherenkov light from neutrino inter-

actions activates the PMT’s in characteristic time and space distributions that allow

identification of the induced electromagnetic shower, the daughter muon, or both.

IceCube discovered the first high-energy neutrino flux in 2013 after analyzing three

years of data [21]. Neutrinos of energy over 1PeV were observed.

Neutrino detection can be extended to yet higher energy regimes, employing even

larger and sparser detectors. Since ice attenuates visible light over a few tens of

meters, the preferred regime for UHE neutrino detection is radio, where attenuation

is ∼ 10m and, since vshower ≈ c, does not influence the regime of coherence
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lengths exceed 100 m and Askaryan coherence enhances signal power. The partially-

constructed Askaryan Radio Array at the South pole will search for EeV neutrinos by

surveying ∼200 km3 of ice with an array of 37 antennas buried about 200 m beneath

the surface, on a triangular grid at 2 km spacing. The instrument exploring the very

highest neutrino energy regime to date is the ANITA, probing neutrino energies from

1018 eV to over 1020 eV [22].

1.6 The ANITA Campaign

ANITA uses the Antarctic continental ice sheet as its detector medium. By deploying

a single detector on a balloon in the stratosphere at >35 km, it can at any one time

survey a ∼600 km radius of ice surface. With an ice depth of more than 1 km, this

represents a detector volume of up to ∼106 km3. A circular high-altitude wind pattern

known as the Antarctic summer polar vortex enhances mission feasibility by carrying

ANITA away from its RF-noisy launch point to quieter places, while simultaneously

confining it to the Antarctic continent. The ANITA payload is a phased array of

antennas mounted on a gondola with supporting power, control and data collection

systems. Multiple antennas enable signal source localization by interferometry, and

allow the use of coincidence algorithms to separate random thermal noise. Flights

begin around the start of the austral summer in December and last from 20 to 60

days depending on wind conditions and instrument performance.

During the flight, data is collected and saved to on-board storage devices. Satellite

telemetry enables ANITA collaborators to monitor instrument performance and ma-

nipulate instrument operating parameters during flight. At the end of the mission,
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the payload is jettisoned from the balloon and descends to earth by parachute. After

recovery of the payload data storage, the raw data is distributed to collaborators who

rewrite it into a user-friendly formats and make pre-analysis refinements such as time

and temperature calibrations.

Most of ANITA’s instrumented volume is near the horizon, so ANITA is most sensitive

to down-going neutrinos at near-horizontal zenith angles and should therefore usually

detect radiation from near the top of the Cherenkov cone, where the polarization

is approximately vertical. This helps distinguish neutrino candidates from pulses

induced by cosmic rays. The latter are due to geosynchrotron radiation; the roughly

vertical orientation of the earth’s magnetic field near the poles ensures that horizontal

polarization dominates CR signals.

Analysis of ANITA data can be divided into two major components. First, events

must be localized; this is done by interferometric methods described in Chapter 3.

Events that originate from the continent are then subjected to analysis cuts to ex-

clude non-impulsive events as well as anthropogenic background. After analysis cuts,

surviving events are considered as neutrino candidates and used to establish an upper

limit on cosmic neutrino flux.

* * * * * * *

In this work, we describe an analysis process for identifying neutrino candidate events

from data of the ANITA-III flight. Chapter 2 describes the ANITA campaign in

general, and the ANITA-III payload and flight specifically. My analysis methods are

described in detail in Chapter 3. The development and optimization of our newly-

developed circular polarization cuts and our enhanced linear discriminant cut merit
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detailed discussion, contained in Chapter 4. Chapter 5 contains a discussion of the

actual analysis and its results. Conclusions are closing remarks are contained in

Chapter 6.

The majority of computing pursuant to this work was performed using the resources

of the Ohio Supercomputer Center (OSC)[23].
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Chapter 2

The ANITA-III Payload and Flight

2.1 The ANITA instrument campaign

The ANITA campaign is a series of flights of a high-altitude balloon-borne phased

antenna array, searching for the Askaryan radio signatures of ultra-high-energy neu-

trino interactions in the Antarctic ice sheet. The balloon missions are launched from

the NASA Long Duration Balloon (LDB) facility near McMurdo Station, a United

States base in West Antarctica on the coast of the Ross Sea. Launches occur around

the beginning of the Austral summer in December, after the Antarctic summer polar

vortex has formed up for the season. Flying at an altitude of about 35 km, the intent

is to ride the vortex, circling the continent for up to 60 days. With a horizon distance

of over 600 km, ANITA has a view of approximately 106 km3 of the Antarctic surface

at any given time. At the end of the mission, the payload is jettisoned from the

balloon and descends to earth by parachute. Experimental data is archived on-board
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during the flight, so recovery is critical.

Each ANITA instrument was comprised of three coaxial rings of radio antennas, with

hardware for amplification, filtering, triggering, data storage, flight operations control,

and telemetry. The ANITA-III payload is shown in Figure 2.1.

When RF radiation reaches an ANITA antenna, the resulting electrical signal is im-

mediately filtered and amplified, then transmitted by coaxial cable to an instrument

box on the flight deck. There the signal is filtered and amplified again, then split

and fed to two components: an analog triggering circuit, which monitors incoming

power levels; and a digitization circuit, which converts the analog signal into discrete

time-stamped voltage samples. Since it is expected that a neutrino signal will trig-

ger multiple antennas, the triggering circuitry and flight computer impose a timing

coincidence algorithm to determine when a signal should be retained for storage. Sig-

nals satisfying the coincidence algorithm are formatted into events and forwarded to

redundant on-board data storage systems. The flight computer also prioritizes the

events for telemetry.

2.2 Instrument Overview

Figure 2.1 shows the ANITA-III payload. The forty-eight Seavey antennas are ar-

ranged in three coaxial circular arrays of 16 antennas each. The conical profile is

necessary to accommodate a crane boom during transport and launch; the upper ring

of sixteen antennas is therefore split into two mini-rings of eight. Since neutrino sig-

nals are expected from the ice, not the sky, each antenna is angled downward about

10◦. Square black solar panels at the top and bottom of the payload provide electrical
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power for the instrument. The brains of the ANITA signal chain are contained in the

instrument box, shown at the left side of the flight deck in Figure 2.1. The flight com-

puter and supporting instrumentation for signal capture, triggering and data storage

are contained there, and are described next.

2.2.1 Antennas and Signal Chain

The ANITA signal chain begins at the antennas. Since impulsive signals are broad-

band, and the characteristic 10 cm Moliere radius of the Askaryan shower imposes a

coherence cutoff at ∼1 GHz, the antennas and signal chain hardware are designed for

sensitivity across the 200-1200 MHz frequency band. The antennas (48 in the case

of ANITA-III) are arranged outward-facing in vertically-displaced rings (Figure 2.1).

They are manufactured to purpose by Seavey, Inc. in a quad-ridge horn configuration

for directional sensitivity to horizontal and vertical polarizations (HPol and VPol),

with a 6 dB falloff at about 45 deg from boresight. Figure 2.2 shows a typical antenna.

The antenna gain response (Figure 2.3) is relatively flat across the band of interest,

and gain variation among the antennas is less than 2 dB in most of the band. The

angular beam response of a single antenna is shown in Figure 2.4. A pair of low

noise filter-amplifier assemblies at each antenna provides ∼35 dB power gain to the

two polarization channels. Band-pass filtering is applied at each amplification stage

to eliminate the extraneous power of accumulated out-of-band noise and to suppress

aliasing in subsequent digital signal processing. Coaxial cable transmits the signals to

the instrument box, where they enter the Internal Radio Frequency Control Modules

(iRFCMs). Each of the four iRFCM units services 24 input channels. Here the signals

are amplified another 40 dB, and attenuators custom-fitted to each channel compen-
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Figure 2.1: The ANITA-III payload during testing, Columbia Scientific Balloon Fa-
cility, Palestine, Texas, USA, August 2014. Photo by the author.
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Figure 2.2: One of the 48 Seavey antennas used in ANITA-III. The quad-ridge horn
design facilitates detection in horizontal and vertical polarization.

sate for gain variations between channels. The iRFCMs also contain bias tees which

enable the signal cabling to transmit DC power to the amplifiers at the antennas. We

assembled the iRFCMs and tested their frequency response during instrument inte-

gration at Palestine, Texas in the summer of 2014. Figure 2.5 shows the components

of an iRFCM, and figure 2.6 shows a typical power spectrum.

Also contained in the instrument box is a Compact Peripheral Component Interface

(cPCI) backplane interconnecting the flight computer and three electronic compo-

nents: an array of SURF (Sampling Unit for Radio Frequencies) boards digitize the

incoming signals; the SHORTs (SURF High-Occupancy RF Trigger) monitor power

on each channel; and the TURF (Triggering Unit for Radio Frequencies) manages the

higher-level logic of instrument triggering.
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Figure 2.3: On-axis S12 gain response of the Seavey antennas, with calibration pulser
frequency content and cabling response deconvolved. From [24]
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Figure 2.4: Typical hPol angular beam response pattern of Seavey antenna, 200-
400MHz. Note the 6 dB fall-off at 45◦; the pattern is similar across all in-band
frequencies and polarizations. From [24]

After exiting the iRFCM, each signal is split two-fold. One branch goes to the

SHORTS for analog processing to drive channel-level triggering, the other to the

SURFs for digital sampling. These processes are described next.

2.2.2 Digital Sampling

For analysis, we need data in the form of lists of time-stamped voltages from each

antenna/polarization. Each of the twelve SURF boards does this for eight chan-

nels. The actual analog-to-digital conversion is done by the Large Analogue Band-

width Recorder And Digitizer with Ordered Readout (LABRADOR) integrated cir-

cuit (third generation), commonly called LAB3[26]. It is a switched capacitor array

circuit that stores a 100 ns history consisting of 260 9-bit samples made at a rate of
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Figure 2.5: An Internal Radio Frequency Control Module (iRFCM) during assembly.
From [25]
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Figure 2.6: Frequency power response spectrum of a typical IRFCM channel, mea-
sured with a network analyzer. Note the flat response from 200 MHz to 1.4 GHz.

about 2.6 GHz, which can be read out on demand. Since the LAB3 has a recovery

time of about 50µs after readout, four LAB3 chips are used on each SURF to enable

event buffering and increase livetime; each SURF therefore has an on-board clock

which is used to calibrate timing between its four LAB3s.

2.2.3 Triggering

The trigger decides when to store data received by the instrument. With 48 antennas,

each sampling two polarizations at about 2.6 GHz, a 50-day trip would yield about

(2.6 GHz)(48)(2)(50 days)(86, 400 s/day) ≈ 1018 bits ≈ 105 TB

29



of data. In reality, hardware limitations including power and bandwidth constrain the

data processing rate of the instrument, and the recovery time of the LAB chips limits

ANITA-III’s maximum event processing rate to less than 50 Hz. We must therefore

decide carefully when to read the LAB3s; this is the job of the triggering system.

On ANITA-III, a three-level triggering system was used. The signal content of each

antenna channel1 is continuously monitored by the SHORT, a tunnel diode circuit

which functions as a square-law voltage meter, i.e., a power meter, integrated over

a ∼10ns interval. The output of the SHORT is applied to a discriminator on the

SURF; if it exceeds the discriminator threshold (typically ∼2.3σ above the expected

thermal noise power) a level-one (L1) trigger is raised for the channel.

Fluctuations in thermal noise from the ice and from the instrument itself will induce

frequent L1-triggers, but thermal noise is not correlated across antennas. Since a

real signal from the ice should trigger multiple antennas, the second- and third-level

(L2 and L3) triggers are based on coincidence of L1 triggers across multiple antennas

within a specified time interval. An L1 trigger at any channel starts a timer on the

SURF. The occurrence of another L1 trigger from an antenna in the same phi-sector

within this time window will raise an L2 trigger. The length of the time window

depends on the ring (top, middle or bottom) of the antenna that opened the window:

the time window opened by a bottom-ring L1 trigger is longer (16 ns as opposed to

4 ns for the top ring), such that upward pointing events are favored for L2-triggering.

L2 triggers are forwarded to the TURF board; here, a Field-Programmable Gate

Array (FPGA) monitors for coincidence between L2 triggers in adjacent phi-sectors.

If such a coincidence occurs within an 8 ns time window, then an L3 trigger is raised,

and the content of the LAB3’s is read out and forwarded for storage.

1Horizontal and vertical polarizations are always treated separately.
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Triggers originating by the above process are referred to as RF triggers. The vast

majority of these are false positives induced by thermal noise fluctuations or anthro-

pogenic (CW and impulsive) sources. In order to discern signal from background

it is helpful to have a sample of the RF environment independent of signal chain

triggering. To obtain such minimum-bias events, the ANITA instrument is triggered

intentionally at regular intervals. One of the on-board GPS units, described later,

sends pulses to the SURF at 1 Hz to induce minimum-bias triggers, and the flight

computer does the same. The former events are termed ”PPS1” triggers, the latter

”Soft” triggers.

2.2.4 Data storage

Three data storage arrays were prepared for the ANITA-III payload. A pair of ”He-

lium drives”, HDST Ultrastar helium hard disk units, provided about 6 TB of 2-fold

redundant storage. Another storage component, the RIFRAF module, was an array

of 48 100-GB USB ”thumb” drives in a purpose-built enclosure which provided power,

drive selection, and heat sinking. We programmed the drive selection switching on

the RIFRAF using a MicroChip PIC microprocessor. We also assembled and tested

the RIFRAF module before the flight. Another data storage system was developed by

collaborators at National Taiwan University (NTU). The RIFRAF was not deployed

on the payload due to power and throughput concerns, and the NTU module failed

during the flight. The Helium drives, however, functioned properly throughout the

flight and were successfully recovered thereafter.

Data stored during the flight included event waveforms, GPS information, and house-

keeping data for monitoring instrument health and performance. In order to limit
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file sizes and reduce the risk of data loss, the data was divided up into runs, each

containing information from up to two hours of operation.

2.2.5 GPS

Payload position and orientation must be precisely known in order to localize event

sources. Since no meaningful analysis can occur without this data, three GPS sys-

tems were deployed on ANITA-III. Two Ashtech ADU5 GPS antenna arrays provide

UTC time-stamped payload position (latitude, longitude, altitude) and orientation

(heading, pitch, roll). The third GPS unit, an Ashtech G12, delivers time-stamped

position and velocity information. The GPS data is sent to the flight computer, which

forwards it to storage at 1-second intervals.

2.2.6 Other Payload Components

Flight Computer

The flight computer, a GE Intelligent Platforms XCR14 designed for use in extreme

conditions, plugs into the cPCI backplane for close interaction with the SURF and

TURF components. The flight software, described in detail in [25], is responsible

for triggering, collecting housekeeping data, acquiring and storing event data, man-

aging power and control systems, prioritizing and sending telemetry, and processing

operator commands. This is accomplished by a set of daemon programs (Figure 2.7)

running on a Linux operating system.

Power System

The ANITA payload requires about 500 W for nominal operation, all of which is
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Figure 2.7: ANITA-III flight software modular structure and data flow.
Figure by R. Nichol

provided by the solar panels below the bottom antenna ring. ANITA flies in 24-hour

daylight, but the ∼20◦ variation in Sun angle throughout the Antarctic day results in

varying power input to the panels; a 12-cell, 2800 Wh-capacity battery array is used

to ensure consistent power availability.

Housekeeping Sensors

Temperature sensors at various locations inside and outside the instrument box, as

well as voltage and current sensors in the power systems and other components,

allow collaborators to monitor the operating condition of the instrument. An array

of sun sensors served as a potential backup to the GPS system for obtaining payload

orientation.

Support Instrument Package

Aviation functions such as ballast release during ascent and payload jettison at the

end of the mission, as well as various monitoring tasks, are the responsibility of NASA

CSBF and are implemented in the Support Instrument Package (SIP), the enclosure
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shown in Figure 2.1 on the right side of the flight deck.

Anita Low Frequency Antenna

The serendipitous detection of cosmic rays by ANITA-I motivated the ANITA Low

Frequency Antenna (ALFA). Sensitive to frequencies of 25 to 80 MHz, its purpose is

to observe low-frequency emission from cosmic ray air showers.

2.2.7 Telemetry and Control

Communication with the payload is needed throughout the flight in order to monitor

instrument health, manipulate instrument operating parameters, and observe a small

sample of events. The flight computer compiled housekeeping information including

triggering rates, temperatures at various points on the payload, and voltages and

currents throughout the power systems and instrument circuitry. The GPS units de-

livered timestamped and payload position and orientation. Collaborators continually

monitored the telemetry to assess instrument health during the flight.

Due to bandwidth constraints, only about 0.1% of triggered events can be teleme-

tered; therefore an event prioritizer program was developed and deployed on the flight

computer[25]. Using interferometry provided by a Graphics Processing Unit (GPU)

program, events with impulsive characteristics are assigned higher telemetry prior-

ity than events resembling thermal or other backgrounds. Events are then placed in

priority queues, from which the telemetry daemons select and send them.

Telemetry channels were used to control the instrument. Collaborators used a com-

manding system to manipulate parameters such as triggering thresholds and phi-

sector masking, as well as to restart software or hardware components following fail-
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ures.

Telemetry was transmitted by various channels depending on availability. Line-of-

sight (LOS) telemetry provided the fastest data rate but was limited to when the

payload was in line-of-sight (over 600 km at flight altitude) of McMurdo Station. The

Iridium Openport network provided a 15-20 kbps data rate and was utilized through-

out most of the flight. The Tracking and Data Relay Satellite System (TDRSS)

provided a slower 6 kbps channel but was only available during limited time win-

dows. A very slow Iridium service was also available, allowing a very limited subset

of information to be sent when the other telemetry channels were unavailable.

2.2.8 Evolution of the ANITA Instrument

The design principles of the ANITA payloads were similar, albeit with a few important

differences. ANITA-I had 32 antennas; for the ANITA-II and -III flights, the number

was increased to 40 and 48, respectively, to improve coverage and sensitivity.

ANITA-I was sensitive to the circular polarizations. Since neutrino-induced pulses

are expected to be linearly-polarized, the ANITA-I trigger required significant power

in both circular polarizations. This allowed the ANITA-I trigger to be sensitive ulti-

mately to linearly-polarized signals, but blind to the direction of the linear polariza-

tion. In ANITA-II, the trigger was changed to be sensitive only to vertical polarization

because neutrino signals arriving at payload should be near the top of the Cherenkov

cone, and hence predominantly vertically polarized. After the ANITA-II flight, how-

ever, collaborators analyzing ANITA-I data discovered horizontally-polarized radio

impulses from cosmic-ray air showers emitting geosynchrotron radiation in the mostly-
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vertical polar geomagnetic field[27]. This serendipitous discovery brought an addi-

tional science motive to the campaign, but also augmented the need for discriminating

between vertically-polarized neutrino signatures and horizontally-polarized CR ones.

On ANITA-III, therefore, triggering was enabled in both horizontal and vertical po-

larizations.

In ANITA-I and -II, inbound signals from the antenna channels were each split into

three frequency bands in order to identify broadband characteristics of impulsive

signals and to help reject narrowband CW signals. Later experiments, however,

determined that greater sensitivity could be achieved by triggering solely on integrated

power over a ∼10 ns time interval, across the entire ANITA frequency band. ANITA-

III, therefore, did not employ the frequency splitting strategy.

2.3 The ANITA-III flight

The ANITA-III mission launched from Williams Field at McMurdo Station, Antarc-

tica on December 15, 2014. After completing about one-and-a-half circles around the

continent, the payload drifted near the Antarctic seacoast, compelling termination of

the mission on January 8, about 100 km from Davis Station (Figure 2.8).

2.3.1 In-flight monitoring and support

The performance of the ANITA-III payload was carefully monitored starting several

hours before the launch and continuing throughout the duration of the flight. Collab-

orators worked seven-hour shifts, with a one-hour overlap between shifts to facilitate
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Figure 2.8: The Anita-III flight path.
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communication of issues and priorities. During each shift, two persons (“shifters”)

were responsible for monitoring the payload, checking instrument parameters includ-

ing event triggering rates, voltages and currents in various system components, and

temperatures from sensors at multiple locations on the payload. The performance of

the GPS units and telemetry channels were also carefully watched. Every hour, one

of the assigned shifters filled out a log sheet, recording the relevant parameters and

adding comments on particular issues or events that occurred during the shift. In

addition to the shifters, one expert level person was assigned to each shift to provide

second-level support and to direct any commands sent to the payload.

2.3.2 Limitations and Problems

The 22-day flight duration was a disappointment in light of the 60-day expectation,

resulting in a >50% sensitivity loss. There were also problems with φ-sector masking,

intended to suppress portions of the payload when subjected to excessive background.

As a result, the event rate often spiked from its ideal value of about 30 Hz to over

80 Hz, leading to event buffer overflows at the SURFs, and in turn to frequent payload

deadtime. Much of the shifters’ attention was therefore focused on the monitoring

the event rate and sending commands to the payload to manipulate φ-sector masking

parameters.

In addition to instrument problems, ANITA-III was inundated with powerful CW

background from geostationary satellites throughout the mission. As shown later in

event sky maps of Figure 3.8, the analemmae of these satellites, distorted by changes

in payload position during flight, are clearly visible. Furthermore, reflections from the

satellites can be seen in a less distinct but similar pattern coming from the continent,
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just below the horizon. Likely satellite reflection events must be cut during analysis.

This can be done based solely on event source location, albeit at the cost of a portion

of the viewfield. But it also turns out that the satellite events are strong in circular

polarization, and can be identified based on circular polarization parameters. This is

discussed in more detail in Chapter 3.

2.3.3 Calibration pulsers

Calibration pulsers generate impulsive radio signals, dubbed cal-pulses, intended to

trigger ANITA when the payload is within line-of-sight. Cal-pulses are used dur-

ing flight to monitor instrument performance, and in post-flight analysis to assess

pointing resolution and acceptance efficiency. For easy identification, the pulses are

generated at regular time intervals, during a fixed time window of about 1µs within

each second. One calibration pulser was deployed at the Long Duration Ballon (LDB)

facility at McMurdo and was in operation shortly before the launch, and later during

the flight as the payload passed near McMurdo after completing one circuit around

the continent[28]. Another pulser, located at the WAIS-divide research station in

West Antarctica, operated during a two-day payload flyby, generating about 118,000

carefully-timed 6 kV pulses at one-second intervals[29]. Each pulser was activated

when the payload approached line-of-sight distance. The RF triggers from these two

pulsers were the major source for pointing calibration and acceptance efficiency in this

work. Figure 2.9 shows interferometric localizations of WAIS pulses detected during

the flyby. In Figure 2.10, the upper panel shows the payload distance from WAIS

during the flyby. The lower left panel shows events from the flyby with nanosecond

timestamps bewteen zero and 2000 ns. The timestamps span a 500µs time window
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Figure 2.9: Localizations of WAIS pulser events on the Antarctic continent during
the ANITA-III flight. The flight path during the flyby is shown in red.

due to the varying payload-WAIS distance. The lower right plot in Figure 2.10 shows

the same event timestamps after adjustment for payload distance from WAIS. The

distance-adjusted timestamps fall within a 2µs time interval: the dearth of events

outside the 2µs window shows that non-WAIS events are not likely to fall within that

window. WAIS pulses are thus easily distinguished by their nanosecond timestamps.
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Figure 2.10: Top: payload distance from WAIS pulser during flyby. Bottom left: raw
nanosecond timestamps of events during the WAIS flyby. Bottom right: distance-
adjusted nanosecond timestamps of WAIS cal-pulses: all distance-adjusted pulses fall
within a 2µs time window.
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2.3.4 Flight Termination and Payload Data Recovery

On January 8, 2015, the mission was terminated because the payload was drifting

toward the seacoast. Drifting over the open ocean is not only prohibited under flight

protocol, but also carries the risk that the payload could exit the polar vortex and be

permanently lost. Since payload loss would mean complete loss of the on-board data

storage and in turn substantial failure of the entire mission, the Collaboration decided

to terminate the flight. The payload was jettisoned from the balloon, and descended

to earth by parachute. The payload gondola was damaged in the fall, as expected,

but the instrumentation remained largely intact. Fortunately, the flight terminated

near Davis Base, an Australian outpost. Friendly relations between the U.S. and

Australia facilitated cooperation, and the on-board data storage was recovered a

couple of months later by a team deployed from Davis.

After recovery, the two Helium drives were shipped to University of Hawaii, Manoa,

where they were successfully activated, and the data was distributed to team members

for reformatting and calibration. The ANITA-III payload had recorded over 80 million

events during the flight. A map of the Antarctic continent, showing a sampling of

events that localized to the continent, is shown in Figure 2.11.

42



Figure 2.11: A sample of ANITA-III events that localized to the Antarctic continent.
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Chapter 3

Analysis Methods

The purpose of this analysis is to derive a list of neutrino candidate events and/or

a neutrino flux limit from the ANITA-III instrument data. ANITA data consists of

event waveforms, gps data and payload housekeeping data. Shortly after the flight,

collaborators created an analysis database from the original flight data. Time and

temperature calibrations were applied to event waveforms, and gps and housekeeping

data were organized [25]. Starting with this analysis database, we performed interfer-

ometry and event reconstruction on events using components of the AnitaTools, an

analysis software package developed and used by the ANITA collaboration. We re-

moved unusable events using quality cuts, and subjected the remaining reconstructed

events to analysis cuts in order to eliminate non-impulsive events and anthropogenic

triggers. Surviving events were examined as possible neutrino candidates, and statis-

tics from the analysis were used to develop a process for establishing a flux limit.

This chapter describes in detail the methods used in analysis. We present first a
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description of the ANITA-III data format and organization.S The interferometry pro-

cess used for event reconstruction is then discussed in detail, due to its critical role in

analysis. This is followed by a discussion of the software employed in analysis. The

analysis process itself is described, including the application of quality cuts and the

motivations for choosing and optimizing the analysis cuts.

3.1 The ANITA-III Data

ANITA-III stored all of its data to on-board storage systems. After payload recovery,

this data was retrieved and archived for analysis. Since the on-board data was opti-

mized to throughput and capacity constraints and is not practical for analysis, it was

reformatted post-flight into a 2.5 TB analysis database in the ROOT data analysis

framework [30]1. Data from instrument triggers was organized into two related ROOT

trees2. A header tree (headTree) contains event number, trigger time, phi-sector

masks and other single-valued data items from the event. A corresponding detail tree

(eventTree) contains 108 uncalibrated time-domain voltage waveforms, correspond-

ing to the 96 antenna/polarization channels and the twelve SURF clocks. Additional

data trees were extracted containing payload position and orientation from the GPS

systems, and data from on-board temperature, voltage and current sensors. Antenna

phase center locations, required for interferometry, were approximated from pre-flight

photogrammetry[31], then numerically optimized and embedded within AnitaTools.

Housekeeping and GPS data were delivered to the flight computer at various inter-

vals, independently of triggering. Associating this data with events therefore requires

1ROOT is a prevailing analysis utility both in the Anita Collaboration and in the general particle
physics community, and is particularly suited to managing large datasets.

2In ROOT, a tree (class TTree) is roughly analogous to a database table
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care, especially with respect to GPS position and orientation which are critical to

signal localization. Also, all three GPS units were not always working during the

flight, although the ADU5A unit worked properly the vast majority of the time. The

Collaboration created an event-specific database of payload position and orientation

by interpolating event timestamps and calculating weighted averages of readings from

the ADU5A and ADU5B units.

3.2 Interferometry Methods

Two methods of pulse reconstruction interferometry are described in Romero-Wolf et

al.[32]: the correlation interferometer and the adding interferometer. In the correla-

tion method, the delays between signal arrival times across multiple antenna pairings

are used to fix a source direction. The adding interferometer seeks to maximize the

total coherent power contained in a signal by varying an assumed source direction, cal-

culating the relative arrival times at each antenna, and calculating the coherent sum

of the input waveforms. While these two methods yield similar information, cross-

correlation analysis is generally preferred due to its better handling of waveforms of

varying gain and noise figure [32], and thus is employed in the AnitaTools.

Our interferometry exploits the fact that a directional plane-wave signal arrives at

each antenna at a different time.3 This arrival time delay ∆t between any two anten-

nas defines a circle on the 4π sr sky, as shown in Figure 3.1. The circle is centered on

the direction of the baseline vector b connecting the two antennas; its radius, in the

3Typical source distance is over 104 m, compared to the ∼5 m dimensions of the ANITA payload;
the plane-wave approximation of a spherical wavefront carries a path length error of <10−3 m; the
shortest wavelength in ANITA’s regime is 0.3 m.
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Figure 3.1: Circle on the sky defined by the time delay between two antennas. The
difference in signal arrival times at two antennas defines the angle θ between the
arrival direction of the signal and the baseline connecting the two antenna phase
centers. This angle in turn constrains the signal’s point of origin to a circle on the
sky.

form of an angle θb from the baseline, satisfies

|b| cos θb = c∆t, (3.1)

where c is the speed of light. Due to the geometry of the ANITA payload, a strong

impulsive signal will be detected by six to fifteen antennas pointed in the general

direction of the signal. If n is the number of antennas detecting the signal, then

we can generate N = 1
2
n(n − 1) pairs, measure the arrival delays of each pair, and

calculate the location of the each of the N corresponding circles. Ideally, all of these

circles will intersect at a unique point on the sky, thus localizing the signal’s origin.

In reality, however, the determination of the delay ∆t between waveform arrivals is

not trivial, and merits discussion.
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3.2.1 Measuring delay by cross-correlation

Näıvely, one imagines simply measuring the time delay between maxima of the respec-

tive impulsive signals, but noise and bandwidth preclude this trivial means. Noise

creates competing peaks, particularly at low SNR. Moreover, dispersion associated

with finite bandwidth and nonflat in-band response temporally smears the impulsive

signal, transforming it into a series of multiple peaks of similar magnitude, the “best”

of which is not easily identified or even defined (Figure 3.2). To estimate the delay,

we use the cross-correlation function (CCF) of two time-domain signals x(t) and y(t):

(x ? y)(∆t) =
1

M

∫ ∞
−∞

x(t)y(t+ ∆t)dt (3.2a)

with M =

√∫ ∞
−∞

x2dt

∫ ∞
−∞

y2dt (3.2b)

and ∆t denoting the time delay between the two signals. Evidently, (3.2a) is es-

sentially an inner product and thus a measure of similarity; the ∆t of maximum

correlation is an estimate of the time delay between signal arrivals at the two anten-

nas.

Equations (3.2) are in fact an idealization in that they assume continuous sampling

over infinite time. ANITA, however, samples data discretely over a finite time interval,

and the exact time-spacing between individual samples varies over the duration of

the waveform, and across antennas. But if the waveforms are interpolated onto an

equally-spaced timestamp sequence, we can use a discrete reformulation of (3.2a) for

the CCF of two discrete arrays x and y of size n, offset by j ∈ Z:
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Figure 3.2: Waveforms from a calibration pulse as received at two ANITA-III anten-
nas. The pulses are visible at about 20 ns (top) and 17 ns (bottom), but ringing and
noise preclude identifying a definitive single peak in either waveform.
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(x ? y)j =
1

M

n−1∑
k=0

xkyk+j (1− n) ≤ j ≤ (n− 1), (3.3a)

with M =

√√√√( n−1∑
k=0

x2
k

)(
n−1∑
k=0

y2
k

)
. (3.3b)

Note that in some terms of (3.3a), the index value k+j falls outside the array bounds

[0, n− 1]. Depending on the application, terms containing these outlying indices may

simply set to zero; or the index can be interpreted mod[n], resulting in the circular or

wrap-around correlation.

The discrete circular cross-correlation function is related to the discrete Fourier trans-

form (DFT) F by

F{x ? y} = F∗{x}F{y}, (3.4)

an analog to the convolution theorem. Since direct computation of the sums in (3.3a)

requires O(n2) operations, implementations of cross-correlation usually work in the

Fourier domain where the O(n log n) Fast Fourier Transform (FFT) algorithm can be

used. By its nature, the FFT-based calculation delivers the circular cross-correlation,

consistent with the assumption that the input waveforms are infinitely repeating. In

our case, this assumption is manifestly untrue, and it is a common practice to pad the

input waveforms with zero-valued bins to suppress this effect. Zero-padding lengthens

the effective repetition period of the signal but also creates unsupported regions in the

waveforms, contrary to typical physical reality where noise is expected. As a result,

a constant normalization such as (3.2b) favors small values of the offset τ , where

the two waveforms’ support regions overlap strongly. The effect of variable overlap

can be mitigated with an offset-dependent normalization Mτ , similar to (3.2b) but
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summed only over the overlapping support regions of the displaced waveforms [33].

sOur implementation of this method in AnitaTools, with enhancements to reduce

computation time, is described in Appendix A.

Interferometry requires summing the cross-correlation functions of multiple antenna

pairs. The ANITA antennas are highly directional (figure 2.4), so pair selection is

limited to antennas within three φ-sectors of one another. Antenna channels con-

taining voltages over 1500 mV, which saturate the ADC’s in the digitizing circuitry,

were omitted from pair selection. Once the antenna pairs are selected, correlated and

summed, the resulting interferometric map is used to hypothesize the direction from

which the signal originated.

3.2.2 Event Pointing and Localization

Ideally, an event’s source direction is indicated by the intersection of the circles of

equation (3.1) corresponding to multiple antenna pairs. In reality, these sky circles

are not so well-defined. Thermal noise renders as fuzziness of the circles; CW con-

tamination and dispersion-induced ringing lead to multiple interference fringes, i.e.

“ghost circles”. Furthermore, uncertainty in antenna phase-center positions and in-

strument timing means that the circles generated by the antenna pairs, already noisy

and ambiguous, will not intersect precisely. Our best estimate of the true intersection

point is obtained by adding up all the correlations from individual antenna pairs, and

choosing the point on the sky with the largest correlation total. For each antenna

pair, every point on the sky corresponds to a particular ∆t, and consequently a par-

ticular baseline angle φ as in (3.1). To make the correlation map, we pixelate the sky

and add up the correlation values of every eligible antenna pair at each pixel.

51



Positions on the celestial sphere are represented as an azimuth angle φ from the pay-

load fore-to-aft line, and the elevation angle θ with respect to the payload xy-plane.

For payload GPS orientation information, the (heading, pitch, roll) representation

customary to aviation is used. For every (θpl, φpl) pixel in payload-centered coor-

dinates, we calculate the corresponding baseline angle θb relative to each baseline

vector b; then the correlation values corresponding to the θb are calculated and accu-

mulated. An impulsive signal should render as a narrow and pronounced peak in the

correlation sky map. In practice, a coarse-grained correlation map is calculated first

to save computation time. The correlation peaks in the coarse map are then used to

make zoomed maps at finer resolution, from which the final interferometry peaks are

obtained. The highest peak correlation peak is taken as the event localization on the

sky; this is then used to reconstruct the original signal and, if possible, localize it to

a point on the continent. The lesser peaks are used in analysis cuts.

3.2.3 Event Reconstruction and Error Bounds

After an event is localized on the sky, a reconstruction is attempted. Since the event

source direction defines arrival delays between the antennas, the delays corresponding

to the event source direction are applied to each event waveform, and the waveforms

are added up. This coherent reconstruction is a hypothetical representation of the

original signal, and is used to derive various waveform features, such as SNR and

polarization, for use in analysis cuts. Figure 3.3 shows the correlation sky maps and

the coherent sum reconstruction for a signal from the calibration pulser at WAIS

Divide.

Using the event direction fixed on the payload-coordinate sky, the event source po-
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Figure 3.3: Top: Payload-coordinate correlation maps of a WAIS calibration pulse.
The pulse is clearly localized to about (220◦,−6◦). Bottom left: The frequency power
spectrum of the coherent sum reconstruction. Bottom right: the reconstructed time
domain waveform. The pulse arrives at ∼17 ns but dispersion smears it into a series
of peaks spanning more than 10 ns.

sition is localized on the Antarctic continent if possible. The payload-relative local-

ization delivered by the interferometry is transformed into earth-centered coordinates

using the payload’s position and orientation at the time of the event. A ray is traced

from the known payload position to the ice surface, using 1km-resolution ice elevation

data from BEDMAP2[34]. If the ray trace succeeds, the intersection of the tracing

ray with the ice surface is taken as the nominal source location.

Once the event is localized to the continent, an error estimate is necessary. An

empirical estimate of the error in payload coordinates was obtained using calibration

pulses. A pointing probability distribution function (PDF) is obtained in payload

coordinates using the interferometry peak (φ, θ) and the empirical pointing error RMS

(δφ, δθ) of calibration pulses (Figure 3.4, top panel). By projecting this distribution

onto the continent, we obtain a PDF of the event’s source location on the continent.
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Figure 3.4: Pointing error and event localization. Top: the pointing error of WAIS
pulses is used to obtain error ellipse parameters for defining a Gaussian PDF; the
hexagonal grid is proportioned to the error ellipse. Middle: the localization grid
is projected onto the continent. Bottom: for each point in the grid, the PDF is
calculated and allocated to the Healpix bin in which it falls.
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The size and shape of the error distribution are sensitive to the source’s elevation

angle θpl, especially for far-away events, which originate from near the horizon. In

such cases, the error bound implied by a simple error ellipse may not be confined to

the continent. Previous analyses such as B. Dailey[33] employed an analytical pro-

jection of the cone onto a pseudo-spherical earth, but this method assumes an equal

probability distribution over the error cone, and moreover does not accommodate the

irregular topography of the earth’s surface. We sidestepped reliance on geometrical

approximations by generating a hexagonal array of points in and around the point-

ing ellipse, and ray-tracing every such point to the continent. This method has the

advantage of accommodating the contour of the earth’s surface, and the resolution

of the hexagonal grid can be optimized for precision and computational parsimony.

Furthermore, we can easily allocate events to Healpix bins on the continent by ap-

plying a PDF to each point on the grid, and accumulating it in the bin to which

the point is ray-traced. The PDF is a function of the angular distances δφ and δθ

between the grid point and the interferometry peak (φ, θ). In this analysis, we used

a 2-dimensional Gaussian PDF:

PDF (δφ, δθ) =
1

2πσφσθ
exp

(
δφ2

2σ2
φ

− δθ2

2σ2
θ

)
.

The width parameters σφ and σθ are determined empirically from calibration pulses,

as described next.

3.2.4 Error PDF Determination

Calibration for error calculation was performed using calibration pulses from the

transmitter systems WAIS Divide and LDB, described in Chapter 2. Signals from
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Figure 3.5: Distribution of calibration pulse azimuth pointing error δφ and eleva-
tion pointing error δθ. The standard deviation of these distributions are used as
parameters to the distribute a localization PDF on the continent.

the pulsers trigger the ANITA instrument and are recorded as events. Pointing un-

certainties were obtained by comparing ANITA’s localization of calibration events

to the known locations of the pulsers. We ran interferometry and localization on

batches of events from both pulses. Figure 3.5 shows the pointing results for a subset

of WAIS-divide events. We used the standard deviations of the errors ∆φ and ∆θ

from these runs as the σφ and σθ in the error PDF.
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3.3 Background Separation

ANITA analysis must contend with three major types of background: anthropogenic

continuous wave, anthropogenic impulses, and thermal noise. In ANITA’s frequency

band, continuous wave contamination originates primarily from satellites but can also

come from aviation and ground-based radio communications. In previous analyses,

CW has been mitigated by analyzing a waveform’s frequency power spectrum, iden-

tifying peaks, and using notch filters to remove as much CW as possible while leaving

intact any impulsive signal content. CW filtering is thus a major component of any

ANITA data analysis and is discussed later in this chapter. Impulsive anthropogenic

signals originate from transient electric discharges, most familiarly from switching

functions of electrical equipment4. Since neutrino Askaryan events are impulsive,

anthropogenic impulses are not easily distinguished from neutrino-induced events by

their spectral characteristics. Instead, statistical methods are applied to the distri-

bution of events on the continent to rule out those originating from areas of human

habitation. The third kind of background is thermal noise, i.e., blackbody radiation

from the ice. The thermal noise power received at the antenna follows a flat dis-

tribution across ANITA’s frequency range, with a noise temperature of ∼250 K. As

mentioned in chapter 2, coincidence algorithms were applied in the instrument hard-

ware to screen out most thermal noise; but thermal fluctuations induce the majority

of triggers in spite of this. Analysis cuts on correlation peak value, peak coherent

signal power and polarization content are used to distinguish thermal from impulsive

events. Following is a detailed discussion of these backgrounds and the methods used

to identify mitigate them.

4Lightning induces radio pulses but virtually never occurs in Antarctica[35].
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Any analysis must impose cuts to rule out background events as neutrino candidates,

and should, when possible, employ waveform conditioning to mitigate misreconstruc-

tions. In this section, methods for contending with thermal, CW and impulsive

backgrounds are discussed.

3.3.1 Continuous Wave background

Despite a comparatively low human presence, the Antarctic continent nonetheless

abounds with anthropogenic radio, much in the form of narrow-band CW transmis-

sions from radio installations and satellites. The effect of CW on ANITA is twofold.

While non-impulsive, a CW event will often localize decisively to its actual source or

to a prominent nearby interference fringe, where it could be mistaken for an impulse.

Furthermore, strong CW may induce a trigger simply by delivering sufficient power

to multiple antennas. Thus, CW must minimally be identified as background, and if

possible, filtered out of the event waveforms to mitigate misreconstruction.

Continuous wave content is virtually always anthropogenic, and has two defining char-

acteristics: it is narrow-band, and it is coherent. Carrier transmissions from radio

stations are a familiar example. Even in the comparatively quiet radio environment of

Antarctica, CW is pervasive and is a major obstacle to ANITA analysis. In ANITA’s

frequency band, the dominant CW sources are satellites, in particular, geostationary

communications satellites. Communications from aircraft and ground bases also con-

tribute. By virtue of its power and coherence, it can either trigger the ANITA payload

outright, or it can dominate impulsive events and cause large localization errors, that

is, misreconstructions. An example of CW-induced misreconstruction of an impulsive

trigger is the calibration pulse shown in Figure 3.6. The actual event source is the
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peak at (250◦, -6◦), but this event localized to the brighter peak at (135◦, +6◦), i.e.,

the primary image of the CW source. The other peaks at 135◦ are the interference

fringes from the CW; their arrangement is consistent with the vertical positioning of

the ANITA antennas within each φ-sector. The CW comtamination is also apparent

in the lower-left plot of Figure 3.6, in the form of two prominent peaks at 260 MHz

and 380 MHz. A hint of modulated CW is also visible in the lower right plot of the

time-domain reconstruction, starting at about 60 ns.

Figure 3.6: CW-induced misreconstruction of a WAIS calibration pulse. Interfero-
metric map (top), reconstructed coherent power spectrum (bottom, right) and recon-
structed coherent time-domain waveform (bottom right).

The goal of CW mitigation is two-fold. First, CW contamination should be removed

from impulsive events if possible. This may prevent misreconstruction and allow

productive analysis of the remaining, impulsive content in the waveform. Second, CW

will continue to dominate some events despite attempts to remove it; such incorrigibles

must be cut from the analysis. Two steps are therefore inserted into the analysis
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process to manage CW:

1. Before interferometry, identify CW and apply filtering to remove it, while pre-

serving as much as the impulsive content as possible.

2. After interferometry, use analysis cuts to remove events that remained CW-

influenced even after filtering.

Any CW mitigation process must first identify CW contamination in the waveforms.

This is done by examining power spectra of individual events as well as in average

throughout the flight. If a particular CW frequency is known to be prevalent through-

out the flight, then a notch filter of fixed frequency and bandwidth can be applied

uniformly to all waveforms in all events. This approach, however, fails to accommo-

date differences in antenna channel responses, and does not adapt to the changes in

the CW environment throughout the flight. Adaptive filters have been developed to

evaluate events individually, detect CW excesses and set filter notch frequencies and

bandwidths accordingly. Various methods of adaptive filtering have been used previ-

ously; all of these work by comparing waveform power spectra to a reference power

spectrum, typically representing the thermal background. Since thermal noise power

density at the antennas is relatively flat across the ANITA’s frequency spectrum, a

thermal event, as received at the ANITA instrument box, should conform strongly to

the inherent frequency-dependent gain of the signal chain. It is reasonable, then, to

consider either a measured signal-chain power spectrum, or a sample of nonimpulsive

trigger events from the flight, as a thermal baseline. To assess ambient background,

both the flight computer and the instrument GPS hardware induced intentional trig-

gers every second. These minimum-bias events can be compared to actual event

power spectra to identify frequency peaks for filtering.
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All digital filtering methods have side effects; disturbance of the phase/magnitude

relationships can lead to artifacts that can resemble impulsive signals. Furthermore,

filters will be noncausal unless care is taken to avoid this by, say, constraining transfer

function poles or enforcing the Kramers-Kronig conditions. The goal of filtering in our

case, however, is to improve pointing and acceptance efficiency of impulsive events.

Since lack of causality does not necessarily detract from this objective, causality is not

explicitly imposed in the filters used for analysis. Two adaptive methods, dubbed the

sine subtraction filter and the geometric filter, both yielded improvements in ANITA-

II analysis over the rectangular notch filters used in [36]. We therefore considered

these two methods, discussed next, for use in our analysis.

3.3.2 Filtering

We considered two filtering methods. The first is a method developed by the ANITA

Collaboration known as sine subtraction[37]. We also considered a “geometric” fil-

tering method described in Dailey[33].

The sine subtraction method differs from most other filtering methods in that while

most filters modify a waveform using a multiplicative transfer function, the sine sub-

traction method attempts to subtract CW contamination from the event waveforms.

The algorithm finds a peak fp in the frequency spectrum, which functions as a starting

point for fitting a three-parameter sinusoid function S to the time-domain waveform,

S(t;A, f, φ) = A sin(2πft− φ).

The fitted function is then subtracted from the original waveform. This process of
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peak-finding, fitting and subtraction is repeated until the fraction of waveform power

removed by the subtraction falls below a user-programmable threshold.

The second filtering method considered was the geometric filter. Previous collabo-

rators noticed that existing digital notch-filtering methods led to abrupt changes in

waveform phase near the notches, probably leading to artifacts in interferometry and

reconstruction. The geometric filter attempts to mitigate these effects by identifying

the phasor associated with the CW contamination and subtracting it out[33].

Adaptive methods were also developed for determining the locations and widths of

the notches. CW in a waveform should render as a peak in the power spectrum,

over and above the thermal background. In order to assess event contamination, a

sample of thermal noise is required. This baseline thermal sample is then used as

a reference for comparison against which the spectrum of an event waveform; large,

narrow peaks in the difference are indicative of CW. As previously mentioned, the

instrument hardware and the flight software induced intentional triggers every second.

These events, however, are believed to be biased to absence of a hardware trigger and

therefore may not be best suited for a rigorous comparison. Instead, We collected a

sample of downgoing events that localized away from the sun and away from known

locales of geostationary satellites, believing that such event would be free of ground-

based CW. Since the phase of thermal noise is random, only the frequency power

spectrum is of interest; we took an average power spectrum of this sample for each

antenna/polarization channel. Despite our efforts to avoid CW contamination in the

baseline sampling, a strong peak at 260 MHz was present, probably due to satellites.

We removed CW peaks in the power spectrum by truncating them to the level of the

second-highest peak in the power spectrum, then smoothing with a Gaussian kernel

to remove sudden slope changes.
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The performance of the two filters was similar; we ultimately selected the geometric

filter for its slightly lower rate of misreconstructions of calibration pulses[33].

3.3.2.1 Post-interferometry removal of CW-influenced events

CW produces interference fringing by its nature, so CW-induced misreconstructions

are often characterized by multiple correlation peaks: one corresponding to the actual

CW source location and the others being ghost images due to fringe effects. An

analysis cut is therefore made on the ratio of the second highest peak in the correlation

map to the highest peak: a large value for this ratio implies a high likelihood of either

CW contamination or a thermal trigger.

3.3.3 Thermal Triggers

The ANITA-III trigger worked by requiring surges in power coincident across multiple

antennas. While in principle this should screen out uncorrelated thermal fluctuations,

multiple antennas may indeed experience nearly simultaneous stochastic fluctuations,

which must be tolerated in order to achieve acceptable instrument sensitivity. The

low correlation of thermal events across antennas should be recognizable: we ex-

pect a correlation map lacking a distinct peak and a non-impulsive coherent sum

waveform. Previous analyses such as Vieregg[36] employed a 2-parameter linear dis-

criminant composed of the peak Hilbert envelope value of the reconstructed coherent

sum waveform and the peak cross-correlation value from the interferometric sky map.

A similar method is utilized in this work, and extended to other event characteristics.

Informed analysis of thermal triggers is facilitated by comparing the attributes of
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known impulsive events to known thermal events. While impulsive samples exist in

the form of calibration pulser events from WAIS-divide, LDB McMurdo and Hi-Cal,

obtaining a sample of known thermal triggers is less trivial. The PPS1 and Soft

triggers, intentional on-board triggers generated by payload hardware and software,

provide a representative sampling of the ambient radio environment (including, im-

portantly, prevailing narrow-band content). These samples, however, are taken in

the absence of an RF trigger, and thus do not well represent the true background of

interest: thermal fluctuations that did induce RF triggers. Vieregg used a sample

of sky-localized, non-Solar events. A similar method is tried here, but such events

are scarce in the ANITA-III dataset since large regions of the sky are dominated by

satellite CW. Also, the representativeness of the sky sample is questionable due to

the very low noise temperature of the sky (∼10 K) as compared to the ice (∼250 K);

thus is motivated an attempt to obtain a thermal noise sample from the ice itself.

3.4 Analysis Process

The analysis process consists of the following steps:

1. Events are selected for interferometry. Non-RF triggers and calibration pulser

events are cut. The final analysis traverses the 90% sample described above,

implicitly cutting the 10% sample used in calibration and optimization.

2. Interferometry is performed on every selected event and correlation maps of

the sky are constructed. Events are localized on the payload-relative sky and

localization to the continent is attempted. Quality cuts are applied to remove

64



events affected by instrument aberrations or containing faulty or incomplete

data. Interferometry results are stored in a database.

3. Uniformly-applied analysis cuts are performed. Waveforms that fail to recon-

struct to the continent or that coincide with the position of the sun or satellites,

or their respective reflections, are removed. Properties of the reconstructed

waveforms are used to remove non-impulsive events.

4. The last analysis cut is intended to function as a final thermal noise rejecter,

as well as to remove anthropogenic impulse events. The continent is divided

into equal-area bins and a linear discriminant is optimized separately for each

bin. This cut is an alternative to the clustering cuts performed in [36], and was

motivated by the increased instrument sensitivity of ANITA-III and the noisier

background at play during the mission, in comparison to previous flights.

5. Events surviving the cuts are used to make a list of weighted neutrino candidate

events. An upper limit on the cosmic neutrino flux in the energy range of interest

can be asserted, even if no event survives the analysis cuts.

3.4.1 Data Blinding

Before final analysis is attempted, the ANITA-III event data is blinded using a pro-

cedure described in [38]. To accomplish this, ∼10 randomly-chosen events were delib-

erately replaced by modified copies of WAIS-divide calibration pulser events, under

the expectation that these should produce false positives in the final analysis. Since

WAIS events are predominantly HPol and neutrino signals are expected to be VPol,

the polarizations of the selected WAIS events were reversed such as to induce false
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positives in a VPol search. Ten percent of events were randomly selected and set aside

for calibration and testing of the analysis software. The remaining ninety percent were

preserved in order to function as the blinded dataset in the final analysis.

3.5 Quality cuts

Quality cuts eliminate waveforms with various problems that would prevent effective

interferometry. The quality cuts used in this analysis are listed below.

SURF Saturation Events: Voltage levels above 1500 mV push the SURF out of

its operating range, resulting in distortion to the waveform. [36] Events containing

more than three waveforms with voltages over 1500 mV are therefore cut.

DC-offset Events: Waveforms with a large DC offset are thought to indicate digi-

tization problems associated with high payload trigger rates [36]. Events with mean

absolute value >100 mV in any channel are removed.

Short-trace Events: Events containing fewer that 240 samples in any waveform are

cut.

Payload blast events: Events that trigger strongly in many phi-sectors are thought

to result from on-board payload noise; we therefore cut events with at least 15 channels

or nine phi-sectors with peak voltages >400 mV.

Nadir Noise Events: Events with excessive power in the lower antenna ring are

thought to result from payload noise, and events appearing to originate from under-

neath the payload are outside the antennas’ directional sensitivity. An event is cut
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if the maximum peak voltage in the top ring is less than half the maximum peak

voltage in the bottom ring.

3.6 Analysis Cuts

Analysis cuts are applied after interferometry and quality cuts in order to remove non-

impulsive and anthropogenic events. We started by applying analysis cuts similar to

those used in [36] and [33]. We then applied newly-developed cuts based on events’

circular polarization characteristics, primarily in order to reject satellite events.

As a general rule, the cuts use the values of selected event characteristics, e.g., cor-

relation peak value, or reconstructed peak power, or waveform SNR(s) to remove

anthropogenic, non-impulsive, or other extraneous events. The cuts used and their

motivations are discussed here, while the actual parameter threshold values used to

make the cuts in final analysis are discussed in the next chapter.

We applied analysis cuts in three stages. The first stage includes cuts for which the

parameters are simple or well established. These cuts will remove a large proportion of

events from the dataset and thus facilitate faster processing in the subsequent stages.

The second stage consists primarily of cuts based on waveform characteristics, which

require repeated test runs in order to optimize their parameters and thresholds. The

final stage is a single cut based on a linear discriminant; this cut requires careful

tuning and is discussed in detail later in this chapter.
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3.6.1 Stage 1 Analysis Cuts

The first stage of cuts is comprised of very simple cuts such as to remove sun-induced

events, events failing to localize to the Antarctic continent, events from the sky or from

underneath the payload, and events that localize away from triggering phi-sectors.

Solar Reflection Cut. Events pointing directly back to the Sun or to known satellite

locations are easily identified and removed; furthermore, such events come from above

the horizon and are trivially cut on altitude angle5. But a significant number events

localize to points near the Sun’s reflection. While the general problem of a point

source reflecting on a sphere is algebraically cumbersome, one can easily calculate

the source direction of a presumed reflection event, given its arrival zenith angle θI ,

the payload altitude hP , and the surface altitude at the reflection point, hI . The

geometry is shown in Figure 3.7. By the law of cosines,

(Re + hI)
2 = (Re + hP ) + d2 + 2d(Re + hP ) cos θI , (3.5)

where Re ≈ 6398km is the earth’s curvature radius at latitude 80◦S. Then,

d = −(Re + hP ) cos θI −
√

(Re + hP )2 cos2 θI − 2[Re(hP − hI) + h2
P − h2

I ]. (3.6)

The central angle α is

sinα =
d

Re

sin θI , (3.7)

and the source direction polar angle at the reflection point is

θR = 2α− θI + π, (3.8)

5This applies to neutrino searches since neutrino events arrive only from the ice.
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Figure 3.7: Geometry of reflection events. A reflection localized to elevation angle θR
is traced to a source elevation angle θS.

then for a source assumed at distance LS, the source zenith angle θS at the payload

is obtained by

sin(θS − θR) =
d

Ls
sin(θI − θR) (3.9)

Note that if d � LS, θS ≈ θR and (3.8) suffices. Since d cannot exceed the flight-

altitude horizon distance of∼750 km, and LS ≈ 36, 000 km for geostationary satellites,

(3.8) is implemented in AnitaTools.

Localization to Continent Cut. Neutrino events are expected only from the ice,

not from the sky. Events that fail to reconstruct to a location on the continent are

therefore cut.

Elevation Angle Cut. Events originating from underneath the payload are cut by

applying a threshold to the payload-coordinate elevation angle θ of the correlation
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map peak.

Triggering φ-sector Direction Cut. Impulsive events should trigger antennas that

face the source. Events which localize far away from triggering φ-sector directions are

therefore cut.

Calibration Pulser Cut. Events originating from the calibration pulsers at WAIS

divide and LDB are removed based on their nanosecond trigger timestamps.

The stage 1 cuts remove about 95% of events from the dataset; this facilitates much

faster processing of the remaining cuts.

3.6.2 Stage 2 Cuts

The second stage of analysis cuts are based on features of the interferometric maps

and coherently-summed reconstructions of events.

Ratio of Highest Peaks Cut. Impulsive events should render as a distinct peak

in the correlation map, and this peak should be much brighter than any other peaks

in the map. CW, on the other hand, induces interference fringing which may result

in other strong peaks in addition to the primary image. Thermal events, since they

are incoherent, are expected to render many small peaks in the correlation map. The

ratio of the second-highest peak in the map to the highest peak is calculated, and

events for which this ratio exceeds a predetermined threshold are cut.

Correlation Peak Cut. An impulsive event should have a large correlation map

peak value, compared to nonimpulsive events. Events with a correlation peak below

a threshold value are cut.
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Hilbert Peak Cut. Impulsive events are expected to have their power concentrated

over a short time interval, and this should have a high peak power value in the time

domain. The magnitude of the analytic signal of a waveform V (t) is a measure of its

instantaneous power. The analytic signal is a complex-valued time-domain function,

A(t) = V (t) + iH(t),

where H(t) is the Hilbert transform of V (t). The “Hilbert peak” is the peak value

in the magnitude of the analytic signal of the reconstructed coherent sum waveform.

Events with a Hilbert peak value below a threshold are cut.

3.6.3 Stage 3 Cuts

Stage three of analysis consists of six cuts. Three of these are optimized in order

to establish the strongest possible neutrino flux limit. The other three are based on

analysis of the allocation of events across Healpix bins on the Antarctic continent.

The cuts are described here; the optimization process is described in detail in Chapter

4.

Circular Polarization Peak Proximity Cut. Neutrino-induced impulsive events

are expected to be linearly polarized, whereas satellite-induced events are expected

to be circularly polarized. Figures 3.8 and 3.9 show event localizations on the sky for

the entire ANITA-III flight in the linear and circular polarizations, respectively. The

smile-shaped arc in the upper center consists of events localized to the Sun; the arc is

smeared by the changing latitude of the payload throught the flight. Solar reflection

events below the horizon comprise a mirror-image of the sun arc; this feature is much

71



stonger in the horizontal polarization due to the large incidence angle. The 90◦-long

horizontal stripe at 6◦below the horizon, visible in the horizontal polarization but not

the vertical, is calibration pulses from WAIS. The spot at (170◦, -7◦) in the horizontal

polarization is events from the LDB cal pulser.

Concentrations of events tracing the analemmae of geostationary satellites are clearly

visible in the north in Figure 3.8, just above the horizon. Apparent reflections from

these satellites are also visible just below the northern horizon, albeit less distinctly

than the direct satellite localizations. The visibility of the satellites is roughly equal

in the horizontal and vertical polarizations: this is consistent with circularly-polarized

signals. In Figure 3.9, however, the satellite traces appear strongly in the left-handed

circular polarization (even stronger than in the linear polarizations), but are virtually

invisible in the right-hand polarization. This shows that the satellite-induced events

are intensely left-hand-circular polarized. Furthermore, this indicates that satellite

events generally do not localize to the same point on the sky in left- vs. right-hand

circular polarization. Linearly-polarized events thus appear to localize to the same

point on the sky in both circular polarizations while circular-dominated events usually

localize to different points in the two circular polarizations, suggesting that the mutual

proximity of localizations in the two circular polarizations may be a powerful cut on

satellite-induced triggers. We therefore cut events for which the distance between the

left- and right-hand localizations exceeds a threshold value: we compare he location

of the strongest interferometry peak in each circular polarization to that of the two

strongest peaks in the opposite circular polarization (a total of three comparisons) and

take the minimum separation of these three peak pairs as the cut variable. Events

for which this separation exceeds a threshold value are considered to be circularly

polarized, and are cut.
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Figure 3.8: Event localizations across most of the ANITA-III flight, in the linear
polarizations. The satellite analemmae traces and, to a lesser extent, their reflections,
are clearly visible in both polarizations, consistent with circularly-polarized events.
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Figure 3.9: Event localizations across most of the ANITA-III flight, in the circular
polarizations. The satellite analemmae are clearly visible in the left-hand polarization,
but are virtually indistinguishable in the right-hand, a strong indicator of circularly-
polarized events.
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Figure 3.10: Peak location comparisons in the circular polarizations. The strongest
peak in each circular polarization is compared to the two strongest peaks in the
opposite circular polarization. The event in this example would pass the cut because
the strongest left-polarized peak and the second strongest right-polarized peak are
in close proximity to each other, indicating that this particular event is probably
strongly linearly polarized.
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Circular Polarization Strength Cut. Strongly linearly-polarized events should

render localization peaks of roughly equal strength in the circular polarizations. In

order to cut on this characteristic, we take the localization in linear polarization,

and compare the values from two circular polarization correlation maps at that same

location. Since the exact location of the correlation peak varies slightly across po-

larizations, even for strongly impulsive events, we consider the maximum correlation

values within a small window of the two circular polarizations, constructed around

the linear polarization localization point. The lesser of these two values, normalized

with the linear polarization peak value, is used as the cut variable.

Low Binned Event Weight Cut. As described previously in section 3.2.3, events

are allocated to bins on the Antarctic continent using a localization PDF based on

payload pointing resolution. Thus, some events will be distributed across multiple

bins and assigned a fractional weight in each bin. Events with weights that fall below

a threshold value are cut.

Bin Rejection Cut. During the optimization process, bins on the continent will be

subjected to selection criteria to ensure that a meaningful optimization can be made.

The criteria are described in detail in the following Chapter. Events allocated to bins

that fail the selection criteria are cut.

Bin-specific Linear Discriminant Cut. The last cut is made on a linear combi-

nation R of on the signal-to-noise ratio of the reconstructed coherent-sum waveform

and the peak value in the correlation map. Events pass the cut if they fall to the

right of the line

Ri = SNR +mPcorr, (3.10)

where SNR is the signal-to-noise ratio of the coherent reconstructed waveform and
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Figure 3.11: Correlation strength comparisons in the circular polarizations. This
event, a WAIS calibration pulse, is strongly horizontally polarized, and therefore
renders roughly comparable correlation strength in the two circular polarizations, in
a window constructed around the HPol peak location. This event passes the circular
polarization comparative strength cut.
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Pcorr is the correlartion peak value; that is,

R = SNR−mPcorr > Ri, (3.11)

The slope and intercept parameters m and Ri are chosen by a process described in

detail in Chapter 4. This cut is intended to enhance rejection of nonimpulsive events

as well as anthropogenic impulsive signals.

Previous ANITA-II analyses[36] used a clustering algorithm to identify such events for

cutting. Neutrino events are rare, so the probability of two neutrino events originating

from closely-spaced locations on the ice is very small. The clustering algorithm there-

fore cut events that occurred in close proximity to other events. ANITA-III, however,

flew in a noisier environment than that of -II, leading to concerns that clustering al-

gorithms would exclude too large a proportion of the continent for effective analysis;

essentially all events would be cut[33]. It was noticed also that for an ANITA-II 10%

sample, the distribution of the values R in equation (4.1) tends to fall off exponen-

tially after its peak, as shown in Figure 4.2. Dailey[33] took this exponential behavior

to be a representation of background, and developed a new method for discriminating

anthropogenic and thermal events. A spherical tesselation obtained from Healpix[39]

was used to divide the surface of the earth into 3072 bins, each with an area of

about 1.6× 105 km2. Every event was allocated to one or more bins by projecting its

payload-frame localization ellipse onto the continent and weighting it proportionally

to the fraction of the ellipse error falling in each bin. The linear discriminant cut

threshold was then set individually for each bin to maximize the ability to discern a

signal above this background. In this analysis, we use a similar process with a sub-

stantial enhancements; the optimization of the linear discriminant cut is described in
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detail in Chapter 4. As in Dailey[33], we allocate events to a Healpix tesselation of

the continent; but instead of calculating fractional ellipse areas, we use the method

described in Section 3.2.3. This method is computationally simple, and also allows

us to develop a PDF of the events point of origin on the Antarctic continent.

3.7 AnitaTools Software Components

We performed our analysis using a software framework consisting of components

developed by the ANITA Collaboration as well as original components developed as

part of this Work. Throughout the ANITA campaign, collaborators have developed

and evolved software for common analysis functions. A comprehensive discussion of

the Collaboration software is not undertaken here, but a few components utilized

heavily in this work merit brief discussion.

For use in ANITA-III and later missions6, the Collaboration collected software compo-

nents from previous flights, augmented them and refactored them into the AnitaTools

package. The use of a C++ object-oriented class architecture provides layered data

and process abstraction and thus facilitates modification and extension by collabo-

rators. AnitaTools provides a mechanism for performing interferometry on Anita

events, localizing them to the sky or continent, and reconstructing waveforms rep-

resenting hypotheses of event source locations. Resultant pointing and localization

hypotheses as well as reconstructed waveforms and their characteristics (e.g., SNR

described in section and analytic waveform peak) are stored in a convenient format

for subsequent cuts and statistical analysis.

6ANITA-IV launched in December/2016.
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The container for an event waveform from an individual antenna/polarization channel

is the AnalysisWaveform class; it upsamples the waveform and interpolates it on

to a common time scale for analysis. Behind-the-scenes synchronization of time-

and frequency-domain representations enables the user to manipulate and analyze a

waveform in either domain, on equal footing.

The set of AnalysisWaveforms from a single event are organized in an instance of

the FilteredAnitaEvent class. As its name suggests, this class also provides a filter

interface; a FilteredAnitaEvent can be instantiated specifying a FilterStrategy

(a list of zero or more filters) to be applied to the waveforms. Multiple filter types are

also provided, including various causal and acausal notch filters, the sine-subtraction

filter previously described in Section 3.3.2, and a hybrid filter for converting from

the linear polarization basis to the circular basis. This facilitates experimentation

with various filtering strategies for mitigating CW and noise. We augmented this by

refactoring the geometric filter developed by Dailey[33] into the AnitaTools.

The Analyzer class is the interferometry engine; the user instantiates an Analyzer,

then runs it using a FilteredAnitaEvent as input. Reconstructed waveforms are de-

livered in instances of AnalysisWaveform; their features and other results are stored

in an AnitaEventSummary.

Simulated events are useful for optimizing the analysis cuts,as well as in establishing

flux limit hypotheses. These were obtained from icemc, the prevailing simulation

utility of the ANITA Collaboration. icemc starts with assumptions of diffuse cosmic

UHEν flux, which can be chosen from a large selection of theoretical or toy models.

After calculating an interaction probability, or weight, it then simulates the physics

of the of neutrino interactions in the ice, the resulting shower, and the propagation
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of the ensuing Askaryan pulse to the payload7. At this point, with the power at the

antennas known, the ANITA signal chain and triggering system response is simulated,

and if an L3 trigger occurs, a data event is recorded. We used icemc events generated

according to the maximum Kotera model[11].

3.7.1 Original Analysis Software Components

Our own original analysis software components are summarized in this section. These

components are mostly scripts for executing AnitaTools components on batches of

events. These are used both in optimizing the analysis cut parameters, and in per-

forming the actual analysis: the analysis process is tested on a sample of ten percent of

the ANITA-III data sample using various values for cut parameters. The cut parame-

ters are tuned and optimized through multiple iterations of the analysis process; once

tuning is complete, the results of the tuning are fed back into the analysis programs,

and the final analysis is performed on a blinded dataset created from the remaining

90% of the data. Much of the work in this analysis involved running analysis steps on

simulation events and in-flight calibration events in order to assess performance and

determine analysis cut parameters. Components of our analysis software therefore

allow for the selection and analysis of calibration pulses and simulated events. Cali-

bration pulses from the WAIS and LDB pulsers are present in the ANITA-III flight

dataset and are easily identified by trigger timing. Our analysis flow is a sequence of

three main programs:

The first program, runInterferometry, reads events from the ANITA-III flight

dataset, performs interferometry and localization, and applies quality cuts. Events are

7Probability-weighted event counts are calculated by adding up the event weights instead of
counting the events discretely.
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processed in the linear polarization (HPol, VPol) and the circular (LPol, RPol). User

options in runInterferometry allow for the specification of various runtime options,

including filtering and normalization methods (along with relevant parameters), input

and output directories, and event selection constraints. Also, a single event can be

selected for processing such that plots of correlation maps and event waveform recon-

structions can be viewed in real time. The output consists of AnitaEventSummary ob-

jects (as defined in AnitaTools) and a few other values calculated from the waveform;

header and gps information is tagged along for convenience in subsequent analysis.

The second program, runAnalysisStage01, reads results from runInterferometry

and calculates the variable values used in the analysis cuts. The analysis cuts are

actually applied in three stages, and are described in detail below Section 3.6. It

also assigns events to Healpix bins on the continent (this is also described in Section

3.6). textttrunAnalysisStage01 then produces an output summary tree containing the

event numbers and the calculated cut variables. If requested, the stage 1 analysis cuts

are enforced, such that only events passing the stage 1 cuts are written to the output.

It also plots histograms of the cut variables. Optionally, runAnalysisStage01 selects

calibration pulses or simulation events. In this case, it evaluates and plots pointing

error distribution of the localization errors, and the reports the means (µφ, µθ) and

standard deviations (δφ, δθ). Event acceptance efficiency for calibration pulses or

simulations are also reported under this option. User options also exist to enable or

disable the enforcement of quality and (stage 1) analysis cuts; it is also possible to

apply cuts inversely, that is, retaining events that fail certain cuts instead of those

that pass. This is useful in testing and cut tuning, as well as for identifying and

investigating events that fail selected cuts. In all cases, maps of event localizations

and plots of analysis cut variables are produced.
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The next program in the sequence is runAnalysisStage02; this program enforces the

stage 2 (and optionally, stage 3) analysis cuts and produces plots of the cut variables

similar to those produced by runAnalysisStage01. The output of runAnalysisStage02

is identical in format to that of runAnalysisStage01, but it contains only events that

pass the stage 2 analysis cuts.

The last three cuts, the two circular polarization cuts and the linear discriminant,

require detailed tuning. This is done using program optimizeLDCut. This program

performs mock analyses using various values of the linear discriminant slope and

intercept parameters, and performs the optimization process described in 3.6.3. The

output consists of a spreadsheet for each slope tried. The number of Healpix bins

that are successfully fitted and that meet pseudo-experiment p-value requirements

are listed, as well as the expected background and the number of simulated events

passing various stages of cuts. An example is shown in table E. This optimization is

described in detail in the following chapter.
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Chapter 4

Choosing the Circular Polarization

and Linear Discriminant Cut

Parameters

In this chapter we describe the process used to optimize the final three cuts of the

analysis process, that is, the two circular polarization cuts and the linear discriminant.

Our method is similar that that used by Dailey[33] to optimize the linear discriminant,

but we made several major enhancements. First we optimized not only the linear

discriminant intercept, but also its slope, as well as the two circular polarization cuts

described in the previous Chapter. Second, instead of maximizing the acceptance

of bins or the number of simulated events in accepted bins, we sought the strongest

upper limit on neutrino flux that can be obtained from the cuts, while retaining about

half or more of our total simulated events in the process.
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4.1 Parameters to be optimized

As explained in Section 3.6.3, the two circular polarization cuts are based on the an-

gular separation of the correlation peaks in left- and right-hand circular polarizations,

and on the strengths of the circular polarization correlations near the point of linear

polarization localization. We call these parameters respectively C1 and C2. The pa-

rameters for these cuts are simply thresholds on those values: the peak separation

must fall under its threshold, and the circular polarization strengths must exceed a

threshold. Regarding the linear discriminant cut, we recall eq. (3.11), which gives

the criterion

R = SNR−mPcorr > Ri, (4.1)

The parameter set that must be determined thus is {C1, C2,m,Ri}. A single set of

values of the parameters {C1, C2, m} will be chosen and applied across all Healpix

bins; the linear discriminant intercept Ri, however, is to be optimized individually

for each bin in order to accommodate the differing background levels across bins.

4.2 Optimization Process

Our optimization process is a four-level loop. The outer three levels are iterations

over ranges of values of {C1, C2, m}. In the innermost loop, we take a particular {C1,

C2, m} and optimize against every retained Healpix bin to obtain the Ri specific to

each bin. Our goal is to find the combination of parameters that generates the lowest

possible limit on the neutrino flux, using scaled simulated event counts from icemc as

a hypothetical representation of the flux. icemc delivers a set of events that follow an
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energy distribution form factor from the maximum Kotera model[11], but the scaling

of this distribution is arbitrary. Thus, after optimizing our cut parameters, we will

choose the scale factor that enables us to assert the lowest possible limit on cosmic

neutrino flux. The bin-specific optimization of the linear discriminant intercept Ri is

described next.

4.2.1 Optimization of the Ri Values

The optimization of the bin-specific Ri is based on an assumption that our 10% sample

contains only background. This seemingly bold assertion is based on our expectation

that the entire dataset will contain only ∼1 neutrino event; the 10% sample will thus

contain only ∼0.1 neutrino events, which we will take to be zero. Using eq. (4.1), we

calculate the value of R for every event in our sample and histogram the event count

vs. R. We expect, as observed by Dailey[33], that for each continent bin there will

be a peak value of R, beyond which the number density of events should decrease

exponentially vs. R, as in Figure 4.2 top left. Any bin for which this is not the case

should be explained if possible, and will in any case be omitted from the analysis.

It is therefore necessary to assess each bin with respect to how closely it conforms

to an exponential fall-off for each combination of {C1, C2,m}. To do this, take our

histogram of 10%-sample events vs. R and make a two-parameter exponential fit to

the descending portion of the histogram for every continent bin, and calculate the

log-likelihood value Lb of the fit. Our histogram bin width in R is 0.5; in order to

ensure a reasonable fit, we require that the five bins immediately after the peak-value

bin be nonzero and decreasing; bins failing this criterion are omitted.

For bins surviving the retention criteria to this point, the fit is performed on the region
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of the histogram beginning two bins to the right of the peak-value bin, extending

through the last nonzero bin; this is shown by the fitted line in the top-left panel

of Figure 4.2. Next, we evaluate the quality of the fit by interpreting the fitted

exponential function as a PDF of the R values of background in the Healpix bin of

interest:

PDFb(x) = y(x) = ae−ax a > 0. (4.2)

We perform a series of one thousand Monte Carlo pseudo-experiments on every bin,

each consisting of a set of pseudo-events randomly thrown using eq. (4.2). The

number of points thrown is equal to the number of events falling within the fitted

range of the original histogram of the 10% sample. We generate the MC events

by the inverse CDF method, in which uniformly-distributed random numbers on

[xmin, xmax] are generated and fed to the inverse CDF. Since the PDF is exponential,

the normalized CDF is

CDF (x) = Y (x) =

∫ x

0

PDF (x′)dx′ = 1− e−ax, (4.3)

which inverts to

X(y) =
1

a
ln(1− y) = ln(y′) y′ ∈ [e−axmax , e−axmin ] (4.4)

The linear discriminant values of the Monte-Carlo events are calculated using eq.

(4.1), and a log-likelihood Lb of these values is calculated against the PDF of equa-

tion (4.2). Using this distribution of log-likelihoods as a hypothetical distribution,

we calculate the p-value of the original log-likelihood Lb with respect to the former

(Figure 4.3). If the original fit is a reasonable representation of the background, then

this p-value should not fall near zero. Bins with p-values less than 0.05 are therefore
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omitted from the analysis.

For bins that deliver an acceptable p-value, we now optimize the rotated cut y-

intercept Ri by analyzing the effect of the cut on the predicted background and

on predicted neutrinos. Our background is obtained by integrating our exponential

background PDF of equation (4.2) from the Ri to infinity:

b = a

∫ ∞
Ri

e−axdx (4.5)

For an estimate of neutrinos, we sum the histogram of weighted simulation events

from icemc (Figure 4.1), over the same limits (abusing notation for simplicity):

S =
∞∑
Ri

Si (4.6)

Using this expectation of b background events and s neutrinos, the likelihood of

detecting n events is

L(n|s) =
(s+ b)ne−(s+b)

n!
. (4.7)

Recalling our assumption that the 10% sample will contain zero signal, we take b = n.

We then optimize the sensitivity of our cut by maximizing the ratio S/Sup. S is the

number of simulated neutrinos passing the cut, from eq. (4.6). Sup is the lowest S

that is excluded at 90% confidence if the number of observed events is equal to the

expected background; that is,

∫ Sup

0
L(b|s)ds∫∞

0
L(b|s)ds

=

∫ Sup

0
(s+ b)be−(s+b)ds∫∞

0
(s+ b)be−(s+b)ds

= U(Sup; b) = 1− α, (4.8)
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Figure 4.1: Distribution of simulated events S vs linear discriminant value Ri.
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with α = 1.0 − 90% = 0.1 in our case. The integrals in (4.8) are calculated easily

using a transformation shown in Appendix B. The value of Sup that satisfies (4.8)

is then determined by an iterative process. Example plots of S and Sup are shown

in the bottom-left panel of Figure 4.2. S/Sup is then optimized with respect to

the cut intercept value as shown in Figure 4.2, top-right panel, and the intercept

corresponding to the largest S/Sup is used in the final cut. The bottom-right panel of

Figure 4.2 shows simulated events and 10% sample events with respect to the linear

discriminant components, i.e., the correlation peak and SNR. The optimized linear

discriminant is also shown.

4.2.2 Optimizing the Fixed Parameter Set {C1, C2,m}

At this point we have obtained optimizations of the linear discriminant intercept for

various values of the common cut parameter set {m, C1,C2}, but it remains to be

determined which of these parameter sets we should actually use in final analysis. We

do this by optimizing the flux limit that can be asserted. For every parameter set,

we generate a table like the one shown in Appendix E. Our distribution of simulated

neutrino energies follows the Kotera model, but only up to a scaling constant. In

order to determine the strength of the limit we can assert from our analysis, we

must normalize this distribution. To do this, we optimize the scale factor through

an iterative process. Taking the expected background of each bin as the mean µ of a

Poisson distribution:

P (k) =
e−λλk

k!
(4.9)

we multiply the count (summed weight) of simulated events passing our optimized

cuts by the scale factor; then we calculate the Poisson CDF of that scaled count value.
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Figure 4.2: Optimization of the stage-3 cuts. This example is for healpix bin 3046
with common stage-3 cut parameters {m, C1,C2} = {−5.0, 5.0◦, 0.02}. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri, and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure 4.3: Log-likelihood assessment of exponential fit quality. For each Healbix bin
that was fitted, the log-likelihood distribution from the pseudo-experiments is used
to compute a p-value of the log likelihood Lb from the original exponential fit of the
10% sample. Bins with a p-value less than 0.05 are discarded from the analysis.
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Since the events are weighted, the event count κ is a continuous variable; we therefore

use a continuous analog to the Poisson distribution:

P(κ;λ) =
e−λλκ

Γ(κ+ 1)
, (4.10)

The corresponding CDF for each bin is

C(κ;λi) = 1− γr(κ+ 1, λi) = Pi. (4.11)

γr represents the lower incomplete Gamma function; an explanation of equations

(4.10) and (4.11) is given in Appendix C.

Having calculated the Poisson CDF for all bins, we multiply the CDF values of all N

bins together to obtain a combined probability.

Ptotal =
N∏
i=1

Pi (4.12)

We aim to assert a limit with 90 percent confidence, so we optimize our scale factor

such that equation (4.12) delivers a value of about 10%. At this point, we have

chosen a scale factor for every parameter set {m, C1,C2} that we tried. To complete

our optimization, we choose the parameter set that optimized to the lowest scale

factor, and thus will allow us to assert the strongest limit.

4.2.3 Post-optimization bin rejection

Once the circular polarization and linear discriminant cut parameters have been op-

timized, we will apply a few additional criteria in order to Healpix bins that defy
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analysis due to low sensitivity or high background. These criteria are the basis of

the bin rejection cut listed in Section 3.6.3. First, healpix bins with large numbers

of background events (from the 10% sample) passing the optimized cuts are omitted.

Next, recalling the exponential fit made on the linear discriminant values of the 10%

sample, Healpix bins with very few weighted events in the fit range are omitted from

the analysis. A threshold value is set and bins with a total event weight below this

threshold are cut. Finally, bins with low cumulative sensitivity are omitted; the bins

are sorted in ascending order of their sensitivity, that is, the number of weighted sim-

ulated events that would pass the all cuts, including the optimized linear discriminant

cut. Starting with the lowest sensitivity bins, we accumulate the total sensitivity until

a threshold value is reached. Bins that were accumulated before the threshold was

reached are omitted. It is also to desirable retain as many simulated events as prac-

tical after bin rejection: to measure this, we consider the ratio of the total number of

simulated events in all bins to the number in retained bins. We hope for a simulated

event retention fraction of about 50%.

* * * * * * *

At this point, all of the cut parameters will have have been determined. In the next

chapter, we list the actual cut parameters chosen and discuss the results of running

the analysis on the 10-percent sample. This will prepare us to run the analysis on

the blinded 90-percent dataset.
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Chapter 5

Data Analysis

In the previous chapter, we described the analysis process, including the cuts to

be applied during analysis. In this chapter, we show the actual cut parameter values

used, as well as tables listing the cuts applied to the ANITA-III data, and the number

of events failing each cut.

5.1 Analysis Cut Parameter Values

The parameter values used for the stage 1 cuts are shown in table 5.1

We set the Hilbert peak and correlation peak cut thresholds by choosing the largest

reasonable value that would not reject WAIS pulses (Figure 5.1). The parameter

values used for the stage 2 cuts are shown in table 5.2. The stage 3 analysis

cuts were chosen by applying the iterative method described in Section 3.6.3. The
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Analysis Cut Parameter Values - Stage 1

Solar reflection cut: Events localizing to within 5.0◦ of the payload-coordinate
solar reflection position, calculated using eq. (3.8), are cut.

Reconstruction to continent cut: Events are cut if the ray-trace of
the payload-coordinate localization peak fails to intersect the continent. There is
no threshold or paramater value for this cut.

Elevation angle cut: Events localizing to a payload-coordinate elevation
angle of less than -35◦ or greater than -6◦ were cut.

Triggering φ-sector direction cut: Events localizing more than one φ-
sector width (22.5◦) away from the nearest triggering φ-sector were cut.

Calibration pulse cuts: There are no parameter values for the calibra-
tion pulse cuts; cal-pulse events from WAIS and LDB are reliably cut using
preexisting built-in functions in AnitaTools.

Table 5.1: Cut parameter values used in the stage 1 analysis cuts.

Analysis Cut Parameter Values - Stage 2

2nd-to-1st peak ratio cut: Events in which the ratio of the second highest
peak to the first highest peak in the correlation map exceeded 0.9 were cut.

Correlation peak value cut: Events in which the peak value in the
correlation map fell below 0.04 were cut.

Hilbert envelope peak value cut: Events in which the peak value of
the Hilbert envelope fell below 25 were cut.

Table 5.2: Cut parameter values used in the stage 3 analysis cuts.
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Figure 5.1: Plot of correlation peak and Hilbert peak values for WAIS calibration
pulses. The cuts on these values were set as high as possible while rejecting very few
WAIS pulses.
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Analysis Cut Parameter Values - Stage 3

Circular polarization peak separation cut: Event for which the separation
between the correlation peaks in left- and right-handed circular polarization
(parameter C1) exceeded 46◦ were cut.

Circular polarization peak strength cut: Events in which the lesser
circular polarization correlation peak strength, calculated in the proximity of the
linear polarization peak (parameter C2), was less than 0.015 were cut.

Linear discriminant cut: The linear discriminant slope (parameter m)
chosen was -6.0. The intercept values (parameter Ri) were chosen individually
for the Healpix bins that were included in the analysis and are shown in the table
E.1.

Table 5.3: Cut parameter values used in the stage 3 analysis cuts.

actual values used for the stage 3 cuts are shown in table 5.3. In the parlance used in

the text, this represents an optimized parameter set {C1, C2,m} = {46◦, 0.015,−6.0}.

The total number of simulated events surviving all cuts except the linear discriminant

was 111.6; after the healpix bin rejections, 63.4 such events remain, for a retention

ratio of 0.56. This is consistent with our desire to retain more than half of these

events.

5.2 Results of the Analysis on the 10% Sample

We ran the analysis on the 10-percent sample of events from the ANITA-III flight.

Quality cuts were applied prior to analysis to remove unusable events. The results of

the quality cuts are shown in table 5.4.

Events that failed quality cuts were not included in the analysis. Figure 5.2 shows the
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Quality cuts:

polarization H

total events processed 6316237

cut-id description as first cut as ordered cut as last cut

number fraction number fraction number fraction

0 trigger type 0 0.00000 0 0.00000 0 0.00000

1 L3 triggering phisectors 3217924 0.50947 3217924 0.50947 97764 0.01548

2 payload blast 24 0.00000 24 0.00000 1 0.00000

3 waveform saturation 2655 0.00042 1751 0.00028 294 0.00005

4 waveform dc offset 0 0.00000 0 0.00000 0 0.00000

5 short waveforms 77 0.00001 36 0.00001 35 0.00001

6 nadir noise 73234 0.01159 39542 0.00626 39542 0.00626

7 no trigger 3104268 0.49147 0 0.00000 0 0.00000

total events cut: 3259277 0.51602

surviving events: 3056960 0.48398

polarization V

total events processed 6316237

cut-id description as first cut as ordered cut as last cut

number fraction number fraction number fraction

0 trigger type 0 0.00000 0 0.00000 0 0.00000

1 L3 triggering phisectors 3062707 0.48489 3062707 0.48489 96930 0.01535

2 payload blast 216 0.00003 216 0.00003 11 0.00000

3 waveform saturation 2132 0.00034 1861 0.00029 512 0.00008

4 waveform dc offset 0 0.00000 0 0.00000 0 0.00000

5 short waveforms 77 0.00001 41 0.00001 41 0.00001

6 nadir noise 62292 0.00986 42901 0.00679 42901 0.00679

7 no trigger 2957773 0.46828 0 0.00000 0 0.00000

total events cut: 3107726 0.49202

surviving events: 3208511 0.50798

Table 5.4: Quality cut results. The number and fraction of events failing each cut is
shown as if the cut were (1) made first; (2) made in the order shown; (3) made last.
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Analysis cuts (stage 1):

polarization H

total events processed 3057121

cut-id description as first cut as ordered cut as last cut

number fraction number fraction number fraction

2 solar reflection 66370 0.02171 66370 0.02171 20014 0.00655

6 reconstruct to continent 2362321 0.77273 2362295 0.77272 1928 0.00063

11 elevation angle 2533149 0.82861 172600 0.05646 46405 0.01518

29 hardware trigger direction 2193907 0.71764 316375 0.10349 316361 0.10348

18 calibration pulse 11830 0.00387 11244 0.00368 11244 0.00368

total events cut: 2928884 0.95805

surviving events: 128237 0.04195

polarization V

total events processed 3208510

cut-id description as first cut as ordered cut as last cut

number fraction number fraction number fraction

2 solar reflection 28307 0.00882 28307 0.00882 10207 0.00318

6 reconstruct to continent 2565087 0.79946 2565062 0.79946 1563 0.00049

11 elevation angle 2780598 0.86663 216259 0.06740 53821 0.01677

29 hardware trigger direction 2314227 0.72128 280554 0.08744 280545 0.08744

18 calibration pulse 631 0.00020 381 0.00012 381 0.00012

total events cut: 3090563 0.96324

surviving events: 117947 0.03676

Table 5.5: Stage 1 analysis cut results. The number and fraction of events failing
each cut is shown as if the cut were (1) made first; (2) made in the order shown; (3)
made last.

Healpix binning of the Antarctic continent, with the total weights of events allocated

to in each bin, before any analysis cuts were applied.

After quality cuts, the first stage of analysis cuts was applied, consisting of simple

cuts expected to remove a large fraction of events. The results of the stage 1 analysis

cuts are shown in Table 5.5.

The results of the second and third stage analysis cuts are shown in table 5.6.

5.2.1 Listing of 10%-sample Events Passing all Cuts

In the horizontal polarization, 5.3 weighted events from the 10% sample passed all

cuts. In the vertical, 3.0 weighted events passed all cuts. The individual events and
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Figure 5.2: Allocation of event weights to bins on continent, before cuts. The numbers
in the plot are the bin index numbers from the Healpix tesselation.
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Analysis cuts (stage 2, 3):

polarization H

total events processed 124850.0

description as first cut as ordered cut as last cut

number fraction number fraction number fraction

2nd/1st peak ratio 31487.0 0.25220 31487.0 0.25220 6002.0 0.04807

correlation peak 20441.0 0.16372 7770.0 0.06223 1098.0 0.00879

hilbert peak 19463.0 0.15589 6528.0 0.05229 1899.0 0.01521

cpol peak separation 53085.0 0.42519 28367.0 0.22721 20947.0 0.16778

cpol peak strength 30559.0 0.24477 5891.0 0.04718 5891.0 0.04718

low event bin weight 581.1 0.00465

healpix bin rejected 38436.0 0.30786

linear discriminant cut 5784.6 0.04633

total events cut: 124844.7 0.99996

surviving events: 5.3 0.00004

polarization V

total events processed 115338.0

description as first cut as ordered cut as last cut

number fraction number fraction number fraction

2nd/1st peak ratio 41047.0 0.35588 41047.0 0.35588 12935.0 0.11215

correlation peak 25455.0 0.22070 10046.0 0.08710 959.0 0.00831

hilbert peak 29496.0 0.25574 8630.0 0.07482 2630.0 0.02280

cpol peak separation 46650.0 0.40446 19772.0 0.17143 16108.0 0.13966

cpol peak strength 29021.0 0.25162 4000.0 0.03468 4000.0 0.03468

low event bin weight 327.6 0.00284

healpix bin rejected 21073.9 0.18271

linear discriminant cut 10438.3 0.09050

total events cut: 115335.0 0.99997

surviving events: 3.0 0.00003

Table 5.6: Stage 2 and 3 analysis cut results. The number and fraction of events
failing each cut is shown as if the cut were (1) made first; (2) made in the order
shown; (3) made last.
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Events surviving all cuts - 10% sample

HPol

Event # Run bin weight

47429857 306 3058 0.8067

51700777 320 3027 1.0000

62273732 357 3024 1.0000

69843935 383 2998 0.8247

69969708 383 2998 1.0000

70280225 385 2998 0.6432

VPol

Event # Run bin weight

17715967 187 3052 1.0000

35083936 254 3048 1.0000

36478826 265 3048 1.0000

Table 5.7: Events from the 10-percent surviving all cuts.

their allocated weights are listed in Table 5.7

We expect these numbers to be smaller. Recalling that in the vertical polarization

we expect a weighted neutrino event count ∼1.0 from the full flight dataset, the

results of the 10% analysis are expected to deliver ∼0.1 events passing all cuts. In

the horizontal polarization, we expect ∼0 neutrino events. The 3.0 VPol events

and 5.3 HPol events surviving all cuts thus require additional consideration. We

first examine the localizations of the surviving events, shown in figure 5.3. The

colors represent the weighted event allocation to the Healpix bins. The red crosses

represent the localizations of the events on the continent. At this point we discuss

individually the events from the 10-percent sample that passed all cuts. Suggestions

are made regarding possible causes and remedies. We acknowledge, however, that

these arguments are anecdotal in nature and do not stand alone as bases for changes

to our methods or cut parameters. They serve instead as motivations for further
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Figure 5.3: Events from the 10-percent sample surviving all cuts.
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consideration.

5.2.2 Discussion of individual events passing the cuts

First, we consider bin 2998, containing a total event weight 2.45 in HPol comprised of

three contributing events. All three originate about 200 km from McMurdo station.

We consider the possibility that these are misreconstructions of anthropogenic pulses

from McMurdo, but this is not obviously the case. Figures 5.4, 5.5, and 5.6 show

the interferometry correlation maps of these three events. It is clear in from the

figures that all three events are strongly impulsive; note that their correlation peaks

are considerably stronger than the WAIS pulse example in Figure 3.3. Events of

this strength are very unlikely to misreconstruct, so the localizations are probably

accurate. While they do not originate directly from McMurdo, their source is close

enough to McMurdo that human activity there is highly likely, and that a strong

anthropogenic pulses from that location is highly plausible. We will consider omitting

bin 2998 from the analysis.

Event 47429857 in bin 3058 is strong in horizontal polarization and in left-circular

polarization (Figures 5.7 and 5.8), which is consistent with a satellite reflection. Fur-

thermore, it appears to originate from the Filchner ice shelf, from which a strong

reflection from the flat sea ice seems highly plausible. Further investigation into this

event may reveal why it passed the circular polarization strength cut.

Event 51700777 in bin 3027 is HPol-dominated but weak in comparison to the events

previously discussed. On initial examination it appears odd that this passed cuts,

but the lower panel of Figure 5.9 shows that its Hilbert peak narrowly exceeds the
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Figure 5.4: Reconstruction of event 69843935 in linear polarizations.
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Figure 5.5: Reconstruction of event 69969708 in linear polarizations.
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Figure 5.6: Reconstruction of event 70280225 in linear polarizations.
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Figure 5.7: Reconstruction of event 47429857 in HPol. The hilbert envelope is shown
in the lower panel because its peak narrowly exceeds the Hilbert cut threshold of 0.25
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Figure 5.8: Reconstruction of event 47429857 in circular polarizations.
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Hilbert cut parameter threshold of 0.25. The Hilbert and Correlation peak cuts were

both set conservatively to avoid cutting too many WAIS pulse events; a tightening of

the Hilbert cut should probably be considered.

Event 62273732 in bin 3024 is strong in both HPol and LPol, suggesting again the

possibility of a satellite reflection. Viewing this event in payload-north coordinates

may reveal if it originated from the north, where satellite reflections are common. If

so, a cut on certain areas of the payload-north viewfield may be called for.

Event 17715967, bin 3052 is comparitively weak with respect to the other events that

passed the cuts, as shown in the top and middle panels of Figure 5.12. However, as

in the case of event 51700777, the Hilbert peak exceeds the cut threshold. This may

bolster the case for strengthening the Hilbert peak cut.

Event 35083936, bin 3048 (Figure 5.13)is very strong and appears to be heavily CW

contaminated. It passes the Hilbert peak cut by a wide margin such that tightening

that cut would not help. This suggests that we consider a better mechanism for

identifying CW. Filtering appears not to have sufficed in this case, so perhaps a cut

can be developed in order to more consistently remove CW-contaminated events.

The last event passing all cuts, event 36478826 in bin 3048, appears anomalous. It

appears from figure 5.14 that it should have not even have passed the Hilbert peak

cut. Further investigation is necessary to determine if there is an abberation in the

plot of the Hilbert envelope or if there exists a bug in the enforcement of the Hilbert

peak cut.
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Figure 5.9: Reconstruction of event 51700777 in linear polarizations.
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Figure 5.10: Reconstruction of event 62273732 in in linear polarizations.
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Figure 5.11: Reconstruction of event 62273732 in circular polarizations.
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Figure 5.12: Reconstruction of event 17715967 in in linear polarizations.

115



Figure 5.13: Reconstruction of event 35083936 in in linear polarizations.
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Figure 5.14: Reconstruction of event 36478826 in in linear polarizations.
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5.2.3 Additional Comments

The 10% sample used in the analysis run was blinded, and therefore may contain

inserted pulse events; this was an error in analysis the procedure. Therefore, the

analysis should be rerun on an unblinded 10% sample. In any case, further analysis

will be necessary to reconcile the high surviving event counts. The binned optimiza-

tion of the linear discriminant cut was intended to obviate the need for a clustering

algorithm such as was used in previous analyses, perhaps some analysis based on

mutual event proximity would be helpful.

Finally, the optimization of the new cuts, that is, the circular polarization and linear

discriminant cuts, is not a particularly mature process and can probably be improved.

The cuts we chose on circular polarization are certainly not the only possibilities, and

others should be considered and tried.
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Chapter 6

Discussion and Conclusions

We developed a process for conducting a search for ultra-high energy cosmic neu-

trinos by analyzing data from the third flight of the Antarctic Impulsive Transient

Antenna (ANITA-III). Starting with methods from analyses on the ANITA-II flight,

we augmented those methods with the goal of identifying neutrino candidate events

and asserting an upper limit on cosmic neutrino flux.

6.1 Enhancements to the analysis process

Our analysis process was based on the processes used in previous analyses, partic-

ularly those described in Dailey[33] and Vieregg[36]. We made several significant

enhancements to those methods.
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6.1.1 Circular Polarization Analysis

Most significantly, we performed analysis using the circular polarization representa-

tion of event waveforms. We discovered that high circular polarization content is a

strongly correlated to satellite-influenced events. Knowing that Askaryan neutrino

signals should be heavily linearly polarized, we developed two cuts based on circular

polarization. We first considered the angular separation between the correlation map

peaks derived from the left-and right-handed polarizations of the event waveforms

because we expect that linearly polarized events should localize to roughly the same

point on the sky when analyzed in the two circular polarizations. For our second

cut, we localized the event in linear polarizations, then constructed a window around

these localization points, imposed it on the circular polarization correlation map, and

calculated the maximum correlation values in that window. We cut events for which

these values fell below a threshold.

In an analysis of the 10% sample, as an ordered cut, the circular polarization peak

separation cut removed 22% of the population of HPol events surviving the stage 1

cuts; in VPol, it removed 17%. The circular polarization strength cut, applied as an

ordered cut, removed 4.7% and 3.4% of events surviving the stage 1 cuts in HPol and

VPol, respectively. Both these cuts were also strong when considered as the last cut

in the sequence with the peak separation cut removing 16.8% and 14.0% of events

respectively in HPol and VPol, and the strength cut removing 4.7% and 3.7% in HPol

and VPol, respectively.
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6.1.2 Event Localization on the Antarctic Continent

Localization of the origination point of events on the continent was important in

previous analyses in order to facilitate clustering algorithms for identification and

removal of impulsive anthropogenic events. Instead of clustering, our analysis used

a method similar to that described in [33], in which we localized events to Healpix

bins on the Anatarctic continent, and optimized a linear discriminant individually for

each bin. Since the error ellipse of an event can span multiple Healpix bins, careful

weighting of events across these bins was essential. The previous analysis treated the

error ellipse as a uniform PDF and allocated events to Healpix bins based on the

fraction of the error ellipse falling in each bin.

We developed a method that allows flexibility in our choice of PDF. Using a PDF

derived from the pointing performance of our interferometry, we made a grid of points

around the payload-coordinate localization point, and ray-traced each of these points

to the continent, weighting each point with the appropriate PDF value. This method

has two advantages: first, it is computationally simple, employing straight-line ray-

tracing functions from AnitaTools. Second, it allows any PDF to be used. We used

a Gaussian PDF, with the standard deviations of calibration pulse pointing error in

payload-coordinate azimuth φ and elevation θ as the PDF width parameters.

6.1.3 Cut Optimization

We extended the method of optimizing the linear discriminant cut. Dailey[33] chose

a slope for the cut common across all Healpix bins, and optimized its y-intercept on

individual bins. We, on the other hand, optimized all three of our stage 3 cuts, that
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is, the linear discriminant as well as our two newly-developed circular polarization

cuts, as described in Chapter 4. Instead of optimizing on the number of simulated

events passing cuts in accepted Healpix bins, we optimized out stage 3 cuts to the

lowest flux limit that could be established.

6.2 Discussion of 10% Sample Analysis Results

We exercised and tuned the analysis process by running it against a 10-percent sam-

ple extracted from the full dataset. We expected ∼1.0 weighted background events

to pass our analysis cuts, but in fact a combined 8.3 weighted events, comprised of

nine (9) individual contributing events. passed in the horizontal and vertical polar-

izations. While it is not possible to make conclusions from the properties of nine

events, consideration of these events led to some ideas for further investigation and

improvements to the analysis process.

Three very strong impulsive HPol events were localized to points in bin 2998 within

200km of McMurdo Station. We do not know what these events are, but they were

much too strong to be removed by waveform characteristic cuts, and are probably

anthropogenic. We hoped that the optimized linear discriminant cut would remove

such events; however, the optimization process is relatively immature and may be

improved by further investigation.

Two comparatively weak events that passed cleared the Hilbert peak by a very narrow

margin, but the Hilbert peak cut threshold was set loosely to begin with. More effort

to optimize the Hilbert peak cut, and possibly the correlation peak cut as well, is

recommended.
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Two events that passed all cuts were strong in left-hand circular polarization. Our

newly-developed circular polarization cuts were designed to remove such events, which

we believe originate largely from satellites. We do not yet know from where in the sky

these events originated, but this can be determined from the interferometry. In any

case, we know that the areas of the northern sky near the horizon and the northern

continent just below the horizon are the sources, respectively, of satellite signals and

their reflections. We probably should have included a simple cut to exclude events

from those regions.

Finally, due to a mistake in data preparation, we constructed our 10-percent sample

from a blinded dataset which included inserted, modified calibration pulser events.

Since the number of inserted events is on the order of 10, it is entirely likely that one

or two of these events ended up in the 10-percent sample and, as would be expected,

passed all cuts.

6.3 Opportunities for Improvement

6.3.1 Event Waveform Filtering

For CW mitigation, we used the geometric filter described in B. Dailey [33]. The

performance of this filter was slightly better that the sine-subtraction method for

ANITA-II events, and we determined that the performance of the geometric filter

was on ANITA-III events was comparable to that of the sine-subtraction method,

and nominally acceptable. We did not, however, undertake a deep analysis of fil-

tering performance on ANITA-III. Furthermore, the ANITA Collaboration has made
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considerable improvements to the sine-subtraction method contemporaneously to the

completion of this Work; that method has been optimized and compared side-by-side

to the geometric filter and other methods. While the performance of the geometric

and sine-subtraction filters remains comparable, the decision on which filter to use

should be reconsidered seriously in subsequent analyses.

6.3.2 Signal-to-noise Ratio

As explained in Chapter 3, the computation of signal-to-noise ratio (SNR) for noisy,

dispersed impulsive signals is challenging. Noise estimation of ANITA-III waveforms

was complicated by the fact that our signals appear very early in ANITA-III’s sam-

pling window; obtaining a reliable noise sampling from before the signal arrival is

difficult. The normalization technique we developed to deal with the differing start-

up times of signals from the different antennas shows promise and merits more analysis

and refinement. Moreover, the other SNR calculation technique we developed, using

the Hilbert envelope, was not fully debugged in time to facilitate its use in the fiunal

analysis. We think both of these developments have potential value and should be

explored further.

6.3.3 Circular Polarization Analysis

The significance of circular polarization as a discriminator of satellite-influenced

events occurred relatively late in the development of our analysis. The two circu-

lar polarization cuts that we developed are certainly not the only possible such cuts

that could be imagined. For example, the simple fraction of circular polarization in
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a waveform is reasonable basis for a cut; we did not implement this due in part to

concerns about the accuracy of the Stokes’ parameter calculations in the AnitaTools

package. These issues are currently being addressed by the Collaboration and reli-

able Stokes’ parameter values are expected to be available. Further exploration of

the circular polarization regime is strongly encouraged.

6.3.4 SNR-dependent Localization PDF

We allocated events to bins on the continent using a PDF based on pointing resolution

data derived from calibration pulses. The standard deviations (σφ, σθ) of calibration

pulse pointing error were used as uniform width parameters in a Gaussian PDF.

We did not consider the strength, that is the SNR, of the cal-pulses in this part of

the analysis. Over 100,000 cal-pulses were obtained from WAIS alone, so assessing

the SNR-dependence of our pointing resolution should not be difficult. This would

allow us to develop a SNR-dependent PDF, which might lead to improvements in

localization.

6.3.5 Payload Deadtime

The ANITA-III payload experienced frequent intermittent deadtime during flight due

to spikes in the event rate, as mentioned in 2.3. Since these spikes were due in

large part to malfunctions in instrument software, it is reasonable to consider cutting

events that occurred during periods of high deadtime. Associating individual events

with a deadtime rate, however, is not trivial. Deadtime information is delivered

in housekeeping data packets, which were recorded at a rate of about 1Hz. These
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housekeeping data packets contain a timestamp in whole seconds. Some packets

contain duplicate timestamps, so it is difficult to determine which packets to associate

with some events. Also, there exist gaps in the stream of housekeeping data which

make it difficult or impossible to obtain a meaningful deadtime fraction. We therefore

recommend that succeeding analysts attempt to tackle this problem.

* * * * * * *

We believe that the most important contribution of this work is the determination

that new cuts based on circular polarization analysis will enhance rejection of events

contaminated by CW from geostationary satellites.

We are hopeful that this work will be refined and augmented by our successors in the

collaboration. The circular polarization cuts which we developed are significant, but

considerable opportunity exists for improvement. Improvements should also be made

to the other analysis cut optimizations, as indicated previously in this chapter. After

refinement, the optimization should be rerun on an unblinded 10% dataset. Then, a

subsequent analysis on the blinded 90% dataset may lead to fruitful conclusions.
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Appendix A

Normalization of cross-correlation

using overlapping bins

Consider two arrays xi and yi, both of length n and zero-padded such that their

elements vanish unless i ∈ [p, q], that is, 1

x = {0, 0, ... xp, xp+1, ... xq−1, xq, ... 0, 0}

y = {0, 0, ... yp, yp+1, ... yq−1, yq, ... 0, 0}.
(A.1)

While the domain of the circular cross-correlation is j : j ∈ [(1− n/2), (n/2− 1)], its

support is confined to [(p− q), (q − p)]. The overlapping normalization denominator

is

Mj =
√
XjYj (A.2)

1The support intervals of x and y need not be identical as presented here; in the general case,
[p, q] is the interval of common support.
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with

Xj =
q∑

i=p−j
x2
i Yj =

q+j∑
i=p

y2
i j ∈ [p− q, 0] (A.3a)

Xj =
q−j∑
i=p

x2
i Yτ =

q∑
i=p+j

y2
i j ∈ [1, q − p] (A.3b)

The normalization has been used in ANITA-II analysis [33], but direct calculation of

the sums in (A.3) for every Mτ is O(n2). For this ANITA-III analysis, we implemented

this method in the AnitaTools suite while reducing the computation to O(n) using

the recurrence relations

Xj = Xj−1 + x2
p−j Yj = Yj−1 + y2

q+j j ∈ [p− q, 0]

Xj = Xj+1 + x2
q−j Yj = Yj+1 + y2

p+j j ∈ [1, q − p]
(A.4)

to initial values from (A.3):

Xp−q = x2
q Yp−q = y2

p

Xq−p = x2
p Yq−p = y2

q .
(A.5)

The computation cost of (A.4) is negligible compared to the O(n log n) cost of the

FFT.
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Appendix B

Computation of Sup

In optimizing the linear discriminant cut as discussed in Chapter 4, it is necessary

to determine Sup, the number of signal events, given background b, for which an

observation of b is 90% excluded. Recalling equation (4.8), Sup is specified by requiring

∫ Sup

0
(s+ b)be−(s+b)ds∫∞

0
(s+ b)be−(s+b)ds

= U(Sup; b) = 1− α. (B.1)

This equation is solved iteratively through repeated evaluation of the integrals in the

left-hand side. Here, we show how (B.1) can be transformed to allow computation of

U(Sup, b) through a simple code invoking built-in functions available in ROOT.

Note that with t = s+ b,

∫ a

0

(s+ b)be−(s+b)ds =

∫ (a+b)

b

tbe−tdt = γ(1 + b, a+ b)− γ(1 + b, b), (B.2)

where γ(x, z) =
∫ z

0
t(x−1)e−tdt is the lower incomplete gamma function[40]. Noting
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that the ordinary gamma function Γ(x) = γ(x,∞), (4.8) becomes

U(Sup; b) =
γ(1 + b, Sup + b)− γ(1 + b, b)

Γ(1 + b)− γ(1 + b, b)
. (B.3)

In terms of the regularized incomplete gamma function γr(x, z) = γ(x, z)/Γ(x), which

is available as a library function in ROOT[41], we have

U(Sup; b) =
γr(1 + b, Sup + b)− γr(1 + b, b)

1− γr(1 + b, b)
, (B.4)

which can be coded in a simple function. Sup is then obtained by requiring

U(Sup; b)− (1− α) = 0, (B.5)

and applying a root-finding utility such as those available in gsl[42] and ROOT[30].
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Appendix C

Continuous Analog to the Poisson

Distribution

Stochastic, uncorrelated discrete events occurring at a fixed mean frequency in space

or time follow a Poisson distribution, provided that the frequency of occurrence is

sufficiently small that the probably of multiple events within the smallest measurable

interval is negligible. Given a mean event rate of λ within the measurement interval

of interest, the probability of k events occurring within such an interval is

P (k) =
e−λλk

k!
k ∈ N (C.1)

Eq. (C.1), with a suitably chosen λ, is thus the PDF of the number of actual number

of neutrino events expected in a particular bin on the Antarctic continent. The
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associated discrete CDF is

C(k) = λk
k∑
i=0

λi

i!
. (C.2)

But the optimization process of our linear discriminant cut (Chapter 4) utilizes sim-

ulated events modeled by the icemc program. These simulated events are weighted

with an occurrence probability, so instead of counting discrete simulated events, we

determine event counts by calculating the sum of their weights, a continuous vari-

able. A discrete PDF, therefore, is not appropriate to analysis of simulated events; a

continuous PDF must therefore be used.

We obtain a continuous analog to the Poisson distribution by making the substitutions

k ← κ, k!← Γ(κ+ 1) κ ∈ R, κ > 0, (C.3)

where Γ(x) is the complete Gamma function[40]. The continuous PDF analogous to

the Poisson distribution is thus

P(κ;λ) =
e−λλκ

Γ(κ+ 1)
, (C.4)

and the corresponding CDF is

C(κ;λ) =

κ∫
0

P(κ′)dκ′ = 1− γr(κ+ 1, λ), (C.5)

where γr(x, y) is the regularized lower incomplete Gamma function previously de-

scribed in Appendix B.
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Appendix D

Alternative methods of SNR

calculation

The signal-to-noise (SNR) ratio of a waveform is an important figure of merit used

in making analysis cuts. Calculating SNR is challenging in our case because it is

not possible to discern exactly the signal content from the noise. Dispersion in the

instrument signal chain distorts the impulsive characteristic of the signal, and the

nature of this distorted signal is known only approximately. A typical SNR calcula-

tion uses as the signal value a peak value from the waveform, or in some cases the

difference between the maximum and minimum values in the waveform. Instrument

dispersion also complicates the calculation of the noise level by pushing a portion

of the signal power into later portions of the waveform. This is exacerbated if the

trigger was influenced by CW, which by its nature is likely to continue long after the

impulsive signal has subsided. Data analyses of previous ANITA missions mitigated
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this problem by using a sample of the waveform from before the arrival of the signal

[33], [36]. In the case of ANITA-III, this was more difficult because the signal arrives

earlier in the waveform sampling window than was the case in previous missions. In

the AnitaTools, therefore, noise is by default sampled from the end of the waveform,

but this is subject to noise overestimation for the reasons just mentioned.

We attempted to improve the SNR calculations. Instead of sampling the end of

the waveform for noise, we sampled near the beginning. In order to mitigate prob-

lems arising from the comparatively early signal arrival, we take a very short (10ns)

sample from before the signal arrival, accepting that this may be subject to larger

fluctuations that a longer sample would be. Figure D.1 shows a typical coherent sum

reconstruction of an ANITA-III calibration pulse. The increased waveform amplitude

near the end of the sampling window, boxed in red is indicative of this problem. A

noise sampling from the beginning of the waveform is boxed in blue.

The top panel in Figure D.1 shows a problem with sampling from the beginning of the

waveform. When building the coherent sum reconstruction, a delay is applied to each

waveform in accordance with the arrival direction of the signal. Therefore, data points

very near the start of the waveforms may have zero values, and the number of these

zero buckets varies across waveforms. As a result, early on in the waveform, only a

portion of the waveforms actually contribute to the coherent sum. This is manifested

in the approximately linear ”ramp-up” of the noise amplitude of the waveform in the

top panel, elucidated by the green line. This prompted us to consider an alternative

normalization method to account for the smaller number of contributing antennas at

the beginning of the waveform.

To compensate for a varying number of contributing antennas, one is inclined näıvely
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to normalize each data point in the coherent sum by dividing by the number of

contributing antennas. That is, if we have a total of N antennas, but only n of

these contributing an amplitude ai to the kth data point in the waveform, the total

normalized amplitude would be

Ak =
1

n

n∑
i=1

ai. (D.1)

A problem with this method, however, is that it essentially treats the noise as adding

coherently and scaling by n, when noise in fact adds incoherently and scales as
√
n.

We mitigated this in the following way. If all antennas were contributing, the obvious

normalization factor would be 1/N , and the normalized amplitude at the kth data

point would be (up to a scaling constant)

Ak =
1

N

n∑
i=1

ai. (D.2)

Considering that we are adding up a total of N waveforms to make our coherent

reconstruction, but only nk waveforms actually contributing at the kth data point,

we want to normalize to render a value as though all N waveforms were contributing.

This to accommodate the
√
n additive behavior of noise, we multiply eq. (D.2) by√

N/n, so the normalized amplitude is

Ak =
N

n

1

N

n∑
i=1

ai =
1√
nN

n∑
i=1

ai. (D.3)

The effect of this can be seen in the lower panel of Figure D.1. The characteristic

amplitude of the noise, shown by the green line, is much flatter than in the top

panel. We implemented the modified normalization of eq. (D.3) as an option in

the AnitaTools, and used it throughout our analysis. While noise estimates may be
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Figure D.1: Noise estimate considerations in coherent reconstructions of ANITA-III
waveforms. Top: Near the end of the waveform is an increase in amplitude (red box),
possibly due to signal dispersion or CW contamination, so we use instead a sample
from before the signal arrival (blue box). However, a waveform normalized according
to eq. (D.2) shows a quasi-linear ”ramp-up” (green line) in the noise level as more
antennas begin to contribute.
Bottom: by using eq. (D.3) instead, we obtain a much flatter noise amplitude (green
line) despite the varying number of contributing antennas.
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improved using (D.3), calculating signal level, mentioned previously, is also not trivial.

Using peak voltage level or peak-to-peak voltage difference, as is the convention among

ANITA analysts, is limited by the fact that it uses only one or two data points as

input and may not accurately characterize total signal power. We developed an

additional SNR calculation method that samples the waveform over a 20ns time

window around the signal maximum, in hope of better characterizing overall signal

power. A convenient representation of signal power arises from the complex-valued

analytic signal of the coherently-summed waveform. The analytic signal employs the

Hilbert transform H to obtain a ”proper” imaginary part, i. e., one meeting the

Cauchy-Riemann conditions[40], to combine with a real-valued time domain signal

x(t):

A(t) = x(t) + iH[x](t) (D.4)

The magnitude and phase of A(t) represent respectively instantaneous power and

phase of the signal. In the collaboration, we refer to the magnitude of the analytic

signal colloquially as the ”Hilbert envelope”.

The Hilbert envelope is desirable because it typically contains a single decisive max-

imum around which a sampling window can be constructed. We developed an SNR

calculation using the RMS of the portion of the Hilbert envelope spanning from 7.5 ns

before its maximum, to 12.5 ns thereafter, as shown in Figure D.2. For noise, we used

a 10 ns window beginning at the earliest nonzero data point in the Hilbert envelope.

We implemented this method in the AnitaTools package.
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Figure D.2: SNR calculation using the Hilbert envelope. The signal power is esti-
mated by integrating from 7.5ns before to 12.5ns after the time of maximum power.
The noise is obtained from a 10ns sampling at the beginning of the waveform.
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Appendix E

Sample Spreadsheet for Optimizing

the Linear Discriminant Cut

This appendix shows an example of a spreadsheet used to optimize the linear dis-

criminant cut. The first objective is to optimize the slope such that the maximum

proportion of simulated events contained in retained Healpix bins. Once a slope is

selected, the scale factor is optimized to deliver a total probability of 0.1.

Column Descriptions

1. Bin number: the index number of the Healpix bin on the Antarctic continent.

2. Total events, sample: the total number of events in the 10% sample that

localized to this bin.

3. Sim events pre-rotated cut: the total number of simulated events localized

to this bin that passed all cuts except for the optimized linear discriminant cut.

4. At least 5 fit bins: (1) means at least 5 descending bins were found to the

right of the maximum in the plot of the linear discriminant value for events in
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the 10% sample, so a fit was performed; otherwise, no fit was done and the bin

was discarded from the analysis.

5. Optimized cut intercept: The optimized intercept value for the fitted bin.

6. Bin fit p-value: The p-value of the log-likelihood of the fit with respect to the

pseudo-experiment log-likelihood distribution.

7. p-value > 0.05: (1) means that the p-value from the previous column is greater

than 0.05, so the bin is retained; otherwise the bin is discarded from the analysis.

8. Sim events passing: the number of simulated events passing the linear dis-

criminant cut, using the y-intercept from column 5.

9. Expected background: The background estimate for this bin, that is, the

number of events from the 10% sample that pass the optimized linear discrim-

inant cut.

10. Sim events before cuts: The total number of simulated events originating

from this bin.

11. Poisson CDF: The Poisson CDF obtained using a mean µ equal to the ex-

pected background (column 9) and a number of events k equal to the number

of events passing the optimized cut (column 8).

The final probability at the bottom of the table is obtained by multiplying all of the

CDF values in column 11. We optimize the scale factor to obtain a total probability

of 10%.

143



O
p

tim
iz

a
tio

n
 r

e
su

lts
:

S
lo

p
e

=
-3

0
.0

si
m

u
la

tio
n

 s
ca

le
 fa

ct
o

r=
0

.1
0

0

1
2

3
4

5
6

7
8

9
10

11
b

in
to

ta
l-

e
ve

n
ts

si
m

-e
ve

n
ts

a
t-

le
a

st
o

p
tim

iz
e

d
b

in
-f

it
p

-v
a

lu
e

si
m

-e
ve

n
ts

e
xp

e
ct

e
d

si
m

-e
ve

n
ts

P
o

is
so

n
n

u
m

b
e

r
sa

m
p

le
p

re
-r

o
ta

te
d

-c
u

t
5

-f
it-

b
in

s
cu

t-
in

te
rc

e
p

t
p

-v
a

lu
e

>
0

.0
5

p
a

ss
in

g
b

a
ck

g
ro

u
n

d
b

e
fo

re
-c

u
ts

C
D

F
3

0
5

0
1

2
9

.3
4

1
4

5
.1

4
6

0
1

1
2

0
.7

1
2

7
1

3
1

0
.4

0
7

3
0

.8
2

3
8

7
0

.6
4

8
1

0
.9

1
2

2
3

6

3
0

3
4

1
9

3
.2

2
3

6
5

.0
6

7
3

1
1

4
0

.7
1

0
.3

6
6

6
0

.1
3

6
2

6
6

.1
7

9
5

0
.7

5
1

7
0

2
3

0
3

2
1

5
0

.1
0

6
4

4
.5

6
4

3
1

1
3

.5
0

.9
7

1
0

.3
1

7
1

0
.3

8
8

6
6

4
.6

9
8

0
0

.8
6

2
6

0
6

3
0

4
8

5
1

.9
9

4
0

4
.1

3
7

5
1

1
2

0
.5

2
1

0
.3

1
6

7
0

.4
4

1
3

4
2

.1
0

3
5

0
.8

7
5

6
8

5
3

0
1

9
8

6
.9

5
4

0
3

.8
6

2
8

1
1

4
.5

0
.5

9
3

1
0

.2
4

8
6

0
.3

5
2

9
3

3
.6

5
4

7
0

.8
9

0
3

5
3

2
9

9
4

9
7

.0
0

0
0

3
.5

9
6

6
1

1
3

.5
0

.6
5

0
6

5
1

1
0

.2
5

0
6

0
.5

3
5

9
4

1
.5

6
9

5
0

.9
2

4
6

2
3

3
0

2
0

1
2

5
.4

6
2

1
3

.3
8

0
5

1
1

2
.5

1
1

0
.2

6
7

7
0

.1
1

9
9

3
0

.4
3

1
7

0
.8

1
1

7
0

5
2

9
9

5
1

2
8

.6
0

5
2

3
.3

2
6

7
1

1
5

0
.8

2
0

8
2

1
1

0
.1

9
7

2
1

.9
3

1
2

3
6

.7
7

7
5

0
.9

9
8

6
5

4

3
0

4
3

2
4

5
.4

0
5

7
2

.3
7

8
3

1
1

3
.5

0
.0

1
3

0
1

3
1

0
.1

6
3

8
0

.6
4

8
1

2
7

.3
8

2
2

0
.9

6
9

0
9

3
3

0
5

3
2

0
.3

9
0

0
1

.8
0

8
5

1
1

0
.5

1
1

0
.1

6
3

9
0

.0
4

3
7

1
4

.2
8

0
6

0
.8

6
3

2
4

8
3

0
5

7
1

2
0

.4
2

0
0

1
.6

1
3

2
1

1
2

0
.4

0
9

4
0

9
1

0
.1

3
0

8
0

.1
2

9
7

1
7

.3
0

5
8

0
.9

1
1

6
9

0

2
9

6
7

9
3

.7
2

1
5

1
.4

9
3

2
1

1
4

.5
0

.9
6

2
1

0
.0

9
5

5
0

.3
3

6
6

2
7

.9
5

1
4

0
.9

6
5

6
0

3
3

0
5

9
2

9
.4

8
1

9
1

.4
9

1
6

1
1

1
.5

1
1

0
.1

1
7

1
0

.3
7

1
6

1
4

.0
2

2
0

0
.9

5
9

5
5

8

3
0

2
5

1
3

4
.5

4
2

7
1

.2
1

6
0

1
1

3
.5

0
.5

6
7

1
0

.0
8

6
1

0
.2

6
2

3
1

3
.7

4
1

2
0

.9
6

2
2

1
8

3
0

4
1

6
9

.3
3

2
1

0
.9

7
4

4
1

1
5

0
.0

3
5

1
0

.0
5

6
5

1
2

.2
3

3
4

9
.9

1
4

8
1

.0
0

0
0

0
0

3
0

2
8

4
8

.7
6

9
6

0
.2

2
0

4
1

1
2

0
.1

7
4

1
7

4
1

0
.0

1
7

2
0

.3
4

0
6

6
.2

4
1

8
0

.9
9

6
4

2
0

3
0

0
3

1
9

.9
5

1
4

0
.0

2
5

0
1

1
0

.5
0

.9
3

6
1

0
.0

0
2

3
1

.1
1

3
0

0
.3

4
3

3
0

.9
9

9
9

9
9

3
0

2
9

6
2

.0
9

8
8

0
.0

1
1

8
1

1
2

0
.7

7
7

7
7

8
1

0
.0

0
1

2
0

.0
0

1
9

0
.1

4
3

3
0

.9
9

8
8

3
3

3
0

2
2

2
3

2
.6

0
5

5
0

.0
0

7
2

1
9

.5
0

.1
9

7
1

0
.0

0
0

7
1

0
4

5
.6

9
6

5
0

.0
1

6
3

1
.0

0
0

0
0

0
3

0
0

0
3

3
.5

5
3

2
0

.0
0

0
0

1
0

0
.9

6
9

1
0

.0
0

0
0

5
4

3
1

.4
7

1
2

0
.0

0
0

0
1

.0
0

0
0

0
0

3
0

5
1

8
5

.0
1

5
1

6
.1

7
9

2
1

1
6

.5
0

0
0

.3
0

9
5

1
.5

7
8

6
6

9
.5

2
7

9
0

.9
8

9
2

5
4

3
0

4
5

3
8

0
.7

3
5

5
2

.0
8

3
7

1
1

6
.5

0
0

0
.1

0
0

9
1

9
.8

3
6

8
1

9
.6

5
5

6
1

.0
0

0
0

0
0

3
0

4
6

3
1

7
7

.6
5

7
7

1
.4

9
7

2
1

1
1

0
0

0
.1

3
3

4
0

.0
9

8
2

1
4

.4
3

3
1

0
.9

0
2

3
1

0

3
0

3
9

8
7

3
.5

2
8

1
0

.4
6

3
7

1
1

3
0

0
0

.0
3

2
4

4
8

2
.0

5
5

1
4

.1
8

8
2

1
.0

0
0

0
0

0
3

0
5

8
5

7
.4

5
2

1
0

.0
0

0
0

0
0

0
0

0
.0

0
0

0
0

.0
0

0
0

1
7

.6
8

4
3

1
.0

0
0

0
0

0
…

3
0

0
2

1
3

.1
6

9
8

0
.0

0
0

0
0

0
0

0
0

.0
0

0
0

0
.0

0
0

0
0

.1
4

5
2

1
.0

0
0

0
0

0

T
O

TA
L

5
4

.5
4

5
1

3
7

.8
3

0
3

1
4

7
3

.6
7

2
6

A
C

C
E

P
T

E
D

4
4

.3
2

1
4

3
2

.0
6

8
2

5
1

7
.4

0
5

4

F
R

A
C

T
IO

N
0

.8
1

2
6

0
.8

4
7

7
0

.3
5

1
1

2
4

 b
in

s 
fit

te
d

1
8

 b
in

s 
a

cc
e

p
te

d

to
ta

l p
ro

b
a

b
ili

ty
0

.2
4

1
4

T
ab

le
E

.1
:

E
x
am

p
le

sp
re

ad
sh

ee
t

fo
r

op
ti

m
iz

in
g

th
e

li
n
ea

r
d
is

cr
im

in
an

t.
S
om

e
d
et

ai
l

ro
w

s
h
av

e
b

ee
n

om
it

te
d

in
or

d
er

to
sa

ve
sp

ac
e.

144



Appendix F

Plots From the Accepted Bins

This Appendix contains a set of figures for each Healpix bin that was accepted during

the optimization of the Stage 3 analysis cuts. These plots are explained in Section

4.2.2, and an example of the plots can be found in Figure 4.2. Each figure consists

of:

1. Plot of the histogram of event count from the 10-percent sample vs. linear

discriminant value, including the exponential fit made on the descending portion

of the histogram.

2. Plot S and Sup vs the linear discriminant cut threshold. S is the estimated

signal passing the cut, calculated using simulated events obtained from icemc;

Sup is the optimization parameter described in detail in Appendix B.

3. Plot of the ratio S/Sup vs. linear discriminant cut threshold; this is the figure

that is maximized to obtain the cut threshold for each bin.
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4. Two-dimensional histogram of 10-percent sample events and simulated events,

and the line representing the optimized linear discriminant cut threshold. The

y-intercept of the line corresponds to the maximum in the S/Sup plot of panel

(2).

We optimized the parameter set {m, C1,C2} for common values across all healpix

bins: m is the slope of the linear discriminant cut; C1 is the threshold (maximum)

for the circular polarization peak separation cut; C2 is the threshold (minimum) of

the circular polarization strength cut. The optimized values chosen for the fixed cut

parameters were m = −6.0, C1 = 46.0◦, C2 = 0.015. We optimized the linear discrim-

inant cut intercepts Ri individually to each Healpix bin. These cuts are explained in

detail in Chapter 4.
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Figure F.1: Optimization of the linear discriminant cut, bin 2967. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.2: Optimization of the linear discriminant cut, bin 2968. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 9.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.3: Optimization of the linear discriminant cut, bin 2994. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.4: Optimization of the linear discriminant cut, bin 2995. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 12.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.5: Optimization of the linear discriminant cut, bin 2996. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 10.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.6: Optimization of the linear discriminant cut, bin 2998. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 10.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.7: Optimization of the linear discriminant cut, bin 3003. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.8: Optimization of the linear discriminant cut, bin 3019. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 12.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.9: Optimization of the linear discriminant cut, bin 3020. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.10: Optimization of the linear discriminant cut, bin 3023. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.11: Optimization of the linear discriminant cut, bin 3024. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 12.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.12: Optimization of the linear discriminant cut, bin 3025. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.13: Optimization of the linear discriminant cut, bin 3027. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 9.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.14: Optimization of the linear discriminant cut, bin 3028. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 9.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.15: Optimization of the linear discriminant cut, bin 3030. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 8.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.16: Optimization of the linear discriminant cut, bin 3032. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.17: Optimization of the linear discriminant cut, bin 3033. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.18: Optimization of the linear discriminant cut, bin 3034. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.

164



Figure F.19: Optimization of the linear discriminant cut, bin 3035. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 9.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.20: Optimization of the linear discriminant cut, bin 3036. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 9.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.21: Optimization of the linear discriminant cut, bin 3042. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 12.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.22: Optimization of the linear discriminant cut, bin 3048. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.23: Optimization of the linear discriminant cut, bin 3049. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 11.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.24: Optimization of the linear discriminant cut, bin 3052. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 12.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.25: Optimization of the linear discriminant cut, bin 3053. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 7.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.26: Optimization of the linear discriminant cut, bin 3058. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 10.5. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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Figure F.27: Optimization of the linear discriminant cut, bin 3059. Top left: the
exponential fit on the linear discriminant value of events from the 10% sample is used
as a representation of the background in the bin of interest. Bottom left: the number
S of simulated events passing cuts for values of the linear discriminant y-intercept
Ri , and the value of the optimization parameter denominator Sup. Top right: The
value of the optimization figure of merit, S/Sup vs. linear discriminant y-intercept;
the optimized y-intercept in this case is 9.0. Bottom right: Simulated events (black)
and 10% sample events (histogrammed in color) against correlation peak value and
SNR. The red line is the linear discriminant.
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